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Random Experiment:
An activity that yield some results called the random experiment. The random variable means a real

number, i.e. X associated with the outcomes of a random experiment.
Definition: Let S be a sample space associated with a random experiment with a real value function defined
and taking its values is called a Random variable.
The random variables are two types. They are,

i) Discrete Random Variables (DRV)

i) Continuous Random Variables (CRV)

Discrete Random Variables: A Discrete random variable is a variable which can only take a countable
number of values.

For example, if a coin is tossed three times, the number of heads can be obtained is 0, 1, 2 or 3. The
probabilities of each of these probabilities can be tabulated as shown.

S = {HHH, HHT, HTH, HTT, THH, THT, TTH, TTT}

X 0 1 2 3
P(x) 1 3 3 1
8 8 8 8

Continuous Random variables: A Continuous random variable is a random variable where the data can
take infinitely many values. For example, a random variable measuring the time taken for something to be
done is continuous since there are an infinite number of possible times that can be taken.

Ex: Temperature of the climate, Age of a person, etc.

Probability Mass Function:
Probability mass function is the probability distribution of a discrete random variable and provides the possible
values and their associated probabilities.

1. P(xl-) > 0

2.y PX=x)=1

3.0<P(x)<1

4. Mean u = Y x;P(x;)

: 2 _\ymn 2 2
5. Variance 0* = }j_ x{ P(x;) — u

Probability Density Function:
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Probability density function is the probability distribution of a continuous random variable and provides the

possible values and their associated probabilities infinitely.
1.P(x;) =00rf(x)=0

2.7 fodx=1
3.Mean = [~ xf(x)dx
4. Variance g2 = ffooo x2f(x)dx — p?

5.P(a<x<b)=Pla<x<b)=Pla<x<b)=Pla<x<b)=[ f(x)dx

PROBLEMS

1) Show that the following probabilities one satisfying the properties of discrete random variables,

hence find it’s mean and variance.

X 10 20 30 40
P(x) 1 3 3 1
8 8 8 8
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Sol": Let X be the random variable for the random values,
X1 = 10, X2 = 20, X3 = 30, X4 =40
and given

PX=x)=P(x))=p1 =
PX =x) =P(x) =p, =

P(X =x3) = P(x3) =p3 =

0| RO| WO| W[ =

P(X =x4) = P(xy) =ps =
LetY  PX=x)=PX =x)) +P(X =x,) + P(X = x3) + P(X = x4)

1y
8

| w

+34
8

|~

Il
@ | ©

Sl
Hence the given probabilities can satisfy the DRV property.

Mean u = Y, x;P(x;)
=10 X~ 420 X >+ 30 X >+ 40 x ~
8 8 8 8

_200
8

=25
Variance 02 = ¥}, x?P(x;) — u?
=102 X =+ 202 X = 4 302 X > + 402 X = — 25
=700 — 625
=75
S.D=VVariance = V75 = 8.66
2) Find the value of k, such that the following distribution represents discrete probability

distribution. Hence find Mean, S.D, P(x < 1), P(x >1)and P(-1 < x < 2).
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X

-3 -2 -1 0 1 2 3

P(x)

k 2k 3k 4k 3k 2k

Sol": Let X be the random variable for the random values,

X1 =-3,X2=-2,X3=-1,X4=0,X5=1,X6=2,X7=3
and the given probabilities are,
PX=x1)=P(=3)=k

P(X =x,) =P(-2) =2k

P(X =x3)=P(-1) =3k

P(X =x4) =P(0) =4k

P(X =x5) =P(1) =3k

P(X =x¢) =P(2) =2k

PX=x;)=P3)=k

We know that,
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i7=1P(X=xi):1
>k+2k+3k+4k+3k+2k+k=1

=16k =1
> k= 16

x | P(x) | xP(x) | x? | x?P(x)

-3 | K -3k 9 |9

-2 | 2k -4k 4 |8k

-1 1 3k -3k 1 3k

0 |4k 0 0 |0

1 |3k 3k 1 3k

2 | 2k 4k 4 |8k

3 | K 3k 9 |9

> 0 - | 40k

Mean u = ¥, x;P(x;) = 0
Variance 02 = ¥}, x?P(x;) — u?
= 40k — 02
=40 x =

=25
S.D =+2.5=1.5811

i) Px<1)=P(-3)+P(-2)+P(-1)+P(0)+P(D)

= P(x < 1) = k + 2k + 3k + 4k + 3k
13

3
ii)P(x >1)=PQ)+PB)=2k+k=3k= €= 0.1875

9
iii) P(~1 < x < 2) = P(0) + P(1) + P(2) = 4k + 3k + 2k = 9k = = 0.5625
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3) Find the value of k, such that the following distribution represents discrete probability

distribution. Hence find Mean, S.D, P(x = 5) and P(3 < x < 6).

x Jo]1 |2 3 a4 [5 Te
P(x) | k | 3k | 5k | 7k | 9k | 11k | 13k

Sol": Let X be the random variable for the random values,
X1=0, %=1, x3=2,x4=3,Xs=4,x6=5,x7=6
and the given probabilities are,
P(X=x;)=P0)=k
P(X =x,)=P(1) =3k
P(X =x3) =P(2) =5k
P(X=x4)=P03)="T7k
P(X =x5) =P(4) =9k
P(X =x¢) =P(5) =11k
P(X =x;) =P(6) =13k

We know that,
i7=1P(X=xi) =1
=>k+3k+5k+7k+9% +11k+ 13k =1
=49k =1

x| P(x) | xP(x) | x* | x*P(x)
0|k 0 0 |0
1]3k |3k 1 |3k
2|5k |10k |4 |20k
3|7k |21k |9 |63k
4|9k |36k |16 | 144k
5|11k |55k |25 | 275k
6|13k |78k | 36 | 468k
> 203k |- | 973k
Mean u = Bif, x;P(x;) = 203k = =2 = 4.1428

Variance o2 = ¥}, x?P(x;) — u?

=973k — 4.14282

=273 _ 171628
49
= 2.6943

S.D =+2.6943 = 1.6414

i) P(x > 5) = P(5) + P(6)
= P(x > 5) = 11k + 13k

24
= P(x 2 5) = 24k = 5 = 04898

33
i) P(3 <x < 6) = P(4) + P(5) + P(6) = 9k + 11k + 13k = 33k = . = 0.6734
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4) A random variable X has a probability function for various values of x. Find i) k, ii) P(x < 6),

iii) P(x = 6) and P(3 < x < 6). Also find the probability distribution and distribution function of
X.

0Oj1, 2|3 |4 |5]| 6 7
X

2 2 2
P(x) 0|k |2k |2k |3k |k*|2Kk*|7k*+k

Sol": Let X be the random variable for the random values,
X1=0,%=1,x3=2,Xa=3,xs=4,X=5,Xx7=6,xs =7
and the given probabilities are,
P(X=x,)=P(0)=0
PX=x,)=P(1)=k
P(X =x3)=P(2) =2k
P(X =x,)=PQ3) =2k
P(X = x5) = P(4) = 3k
P(X =xg) = P(5) = k?

P(X = x;) = P(6) = 2k?
PX=x,)=P(7)=7k*+k

We know that,
L'7=1P(X:xi):1
=>0+k+2k+2k+3k+k*>+2k*>+7k*+k=1
= 10k?+9% =1
= 10k?+9% —-1=0
= (10k—-1)(k+1)=0

=10k—-1=0,k+1=0

1
>k=—,k+-1

10
x
0] 1 2 1314 5 6 7
P(x)
0[01]02]02]0.3]0.01]0.02]0.17
CpP
0]01]03]/05/0.8]0.81]0.83| 1

)P(x<6)=1—P(x=6)=1—{P(6)+P(7)}=1—{0.02+0.17} = 0.81
ii) P(x = 6) = P(6) + P(7) = 0.02 + 0.17 = 0.19

ii)) P(3 < x < 6) = P(4) + P(5) + P(6) = 0.3 + 0.01 + 0.02 = 0.33
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5) A random variable has the following probability function for the various values of X=x. Find

i) Value of k, ii) P(x < 1), iii)P(x = 1).

x |-2 |[-1]0 |1 [2 |3
P(x)|01| k|02]|2k |03 |k

Sol": Let X be the random variable for the random values,
X1 =-2,X2=-1,X3=0,X4= 1,X5=2,X6=3,
and the given probabilities are,
P(X=x,)=P(-2)=0.1
PX=x,)=P(-1) =k
P(X =x3) = P(0) = 0.2
P(X =x4)=PQ1) =2k
P(X =x5) =P(2) =03
PX=x¢) =P(3) =k

i) We know that,
L PX=x)=1
=2014+k+024+2k+03+k=1
=>4k+06=1
=4k =04
=k=0.1
i)P(x<1)=P(-2)+P(-1)+P(0)=01+k+02=k+03=0.1+0.3=04
iii) P(x > 1) =P(=1) + P(0) + P(1) + P(2) + P(3) =k + 0.2+ 2k + 0.3 + k = 4k + 0.5 = 0.9
6) A random variable has the following probability function for the various values of X=x. Find

i)Value of k, ii)P(x < 1), iii) P(0 < x < 3).

x |01 [2 |3 T[4 |5
P(x) | k |5k |10k |10k |5k | Kk

Sol": Let X be the random variable for the random values,
X1=0,x2=1,x3=2,xa=3, X5 =4, Xg = 5,
and the given probabilities are,
P(X=x,)=P00)=k
P(X = x,) = P(1) = 5k
P(X = x3) = P(2) = 10k
P(X =x,)=P(@3) =10k
P(X =x5) =P(4) =5k
P(X =x¢) =P(5) =k

i) We know that,
L PX=x)=1
= k++5k + 10k + 10k + 5k + k=1

=>32k=1

> k===
32

6
it) P(x < 1) = P(0) + P(1) = k + 5k = 6k = 5> = 0.1875

16
iii) P(0 < x < 3) = P(0) + P(1) + P(2) = k + 5k + 10k = 16k = = = 0.5
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e’ x>0

7) Show that the function f(x)z{ ~— _ is probability density function.

0, x<0
P(1.5<x<2.5).

Sol™: Given probability function,
x x>0

e
f@0) :{ 0, x<0
Let [ f(x)dx = [° f()dx + f, f(x)dx

= f_ooo 0dx + foooe_x dx

~or [

=1
Hence the given probability function is p.d.f.

P(15 <x <25) = [ f(x)dx

_ _ 1 1
[e z5 e 1.5] [e 1.5 e 2.5]
kx?, 0<x<3

0 , otherwise
ii) P(x < 1),iii) P(x > 1), iv) P(1 < x < 2), V) P(x < 2), Vi) P(x = 2).

8) A random variable X has probability density function f(x) = {

Sol": Given probability function,
i) = {kxz, 0<x<3
0 , otherwise

i) jmf(x)dx=1
_0?30 0 3 [e ]

dx = d d dx =1
:f_oof(sx) X f_mf(x) x+f0f(x) x+L f(x)dx
:0+ka2dx+0=1

0
X371
ik[?]():l
=9 =1
1
:>k:§
1
ii)P(xSl)zf f(x)dx
0 1
=>P(x<1) =J f(x)dx+f f(x)dx
—o0 0
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1
:>P(xS1)=O+f kx2dx
0

23
>P(x<1) =k|=+
[3]0
=>P(x<1)=k=i
o 3 27

iii)yP(x>1) = foof(x)dx
: .
=>Px>1)= f fx)dx +f fx)dx
1 3

3
=>P(x>1)=0+ka2dx
1

237
>P(x<1)=k|+
[3]1
_26k_26
:>P(X<1)—T—ﬁ

2
iW)P(1<x<2)=| f(x)dx

1

2

:P(leSZ)zf kx?dx
1

13
1

7k 7

2
V)P(x £2) = f f(x)dx
0 2
=>P(x<2)= f f(x)dx +f f(x)dx
—o0 ) 0
ﬁP(xSZ)=0+f kx?dx
0
x3]°
> P(x <2) =k[?]
0
8
27

8k
ﬁP(XS2)=?=
vi) P(x = 2) =fmf(x)dx

3 -
=>P(x22)=_[ f(x)dx+f f(x)dx

2, 3
=>Px22)=0+f kx?dx

2

x37°
=>P(x22)=k[?]
2

19k 19
iP(XZZ):T:ﬁ
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9) A random variable X has the pdf, f(x) = {"xz ,—3sx=3 find i) k, i) P(x <2)
’ 0 , otherwise ’ ’ -7

iii) P(x > 2), iv) P(x > 1), V) P1 < x < 2).

Sol": Given probability function,
_ (kx?,-3<x<3
f@0) _{ 0 , otherwise

i) foof(x)dx=1
—0000 -3 3 [ee)

dx = d d dx =1
=>f_oof(3x)x f_oof(x) x+f_3f(x)x+£ f(x)dx
:>0+f kx?dx+0=1

-3
x31?
ﬁk[?]_3=1

=18k =1

=>k=§

2
i)P(x<2) = f f(x)dx

-3 2
=>P(x<2)= f(x)dx +f f(x)dx
—00 -3
2

:>P(xs2)=0+f kx?dx

x3_33
>Px<2)=k|=

31,
35k 35 1 35

iii)P(x =2 2) = foof(x)dx
3 .
=>P(x=>2)= f f(x)dx +f f(x)dx
2 3
3

=>P(x=2)= f kx?dx
2

x37°
:'P(x22)=k[—]
31,

19k 19 1 19
:P(x22)=T:?XE:§

iv)P(x>1)= fwf(x)dx

3 o
=>Px>1)= f f(x)dx +f f(x)dx

L 3
>P(x>1)= j kx?dx

1

33
=>P(x>1)=k[x—]
31

26k 26 1 26
=>P(x>1)=T=?XE=§
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2
VPA1<x<2) = f fo)dx
1
2
=>P(1§x$2)=f kx?dx
1 5 5
X
:P(leSZ)zk[?]
1
P(1<x<?2 Tk_7 X ! 4
= = ==X —-=—
(Asxs2=7=3Xg=5
10) The diameter of an electric cable is assumed to be a CRV with pdf
_(kx(1—-x) ,0<x<1 . . .
f(x) = { 0 otherwise’ find i) value of k, ii) Mean & Variance.

Sol": Given probability function,
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WKT,fOof(x)dx =1

0_OO 1 0o
:i)f_mlf(x)dx+fof(x)dx+fl f(x)dx =1
:>0+.[ kx(1—x)dx+0=1

0

1
=>kf (x —x)dx =1
0

x2 3
Sk|l=—=| =1
2 30
k 1
= — =
6
>k=6

ii) Mean u = fooxf(x)dx

1
=f xkx(1 — x)dx
0

1

= kf x2(1 —x)dx
0

1

x3  x*
="[?70
—k[l 1]_k_6_1
B34l 12 120

iii) Variance ¢* = J x2f(x)dx — p?

1
= f kx3(1 — x)dx — u?
0

1 12
—k (x3—x4)dx—H
o 2
xt x5t 1
- [T_?O_Z
_k 1_6X1_
20 4 2074 20
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11) Find the constant k such that f(x) = {kxe_x ,0<x<1

0 otherwise’ is pdf. Find the mean.

Sol": Given probability function,
_ (kxe™™* ,0<x<1
fe) = { 0 otherwise

also given f(x) represents pdf for the CRV X'.

WKT,f flx)dx =1
0 - 1 o]

:f f(x)dx+f f(x)dx+f f)dx =1
—00 0 1
1

:>f kxe ™ *dx =1
0

k[ et [ (1 [ ean)as] -

Sk(—el-e1+1=1

2
>k(l1——)=1
e
e

=k =

e—2

Mean u = fooxf(x)dx

1
= f xkxe *dx
0

1
— kf x%e *dx
0

1 1

= k{xzf e‘xdx—f <2xxfe‘xdx> dx}
0 0

1

= k{—(xze_")é + 2f xe‘xdx}
0

=k(2—-5e71)

(a3

e 2e —5
X
e—2 e

_Ze—5
H= e—2
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Binomial Distribution:

Let X be a discrete random variable, ‘p’ be the probability of success and let ‘g’ be the probability of

failure, then the probability mass function of the binomial distribution can be defined as,

nep*q"t  ,x20
P(X =x) =b(n,p,x) = { ‘ 0 Otherwise

where, n is the number of trials and n & p are the parameters which follows,
i) P(X =x) =b(n,p,x)=0
i)p+q=1
i) X¥—o e, p¥q"F =
iv) The mean of B.D u = np, Vairance 62 = npq and S.Dis o = \/n_q

MEAN & VARIANCE OF A BINOMIAL DISTRIBUTION:

WKT, the probability mass function of the binomial distribution is,

n pan—x, x>0
P(X = = :{ Cx
( )= [ 0 , otherwise
i) Mean:
n
u=E(x) =Z xP(X = x)
x=0
n
1 Z x ncxpan—x
x=0
© n!
= " x-1,1 . n-x
szoxx!(n—x)!p P q
— Zn o nm-1)! p*~1plgnx
x=0 x(x—1D!'n-—x)!
— b (Tl — 1)! x-1 ,n—x
_npzle(x—l)!(n—x)!p 1
—ap Zn (n—1)! pr=1 g(n=D=(x=1)
x=1(x — DI ((n—1) — (x — 1))!
n
= npz (G S PN i
x=1
=np(1)
pu=Ex)=np
ii) Variance:
0% = E(x?) ~ [E@P - ———(1)

SEX)) =E(x(x-1)+x)

SE@) =E(x(x-1D)+Ex)——-——(2)

S EMx(x—1)) = Zzzox(x - Dpk)

n
= Z x(x =D ne,p*q"™

x=0
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n n!
= x(x—1)——p*¥q™™*
szo ( )x!(n—x)!p 1

B n n (TL — 1)(" - 2)! x— n-x
Z x(x—l)x(x_l)(x_z)!(n—x)! “piq

x=0

:Zn nn—1)mn-2)! 2 2 mex

xzz(x—Z)!(n—x)!p p-q
" (n—2)! xX-2 ,n—x
:n(n_DpZZx:z(x—Z)!(n—x)!p “aq

~ n (n—Z)!
= n(n — 1)p? szz (x—=2)!((n—2) — (x — 2))!

px—z q(n—z)—(x—z)

n
=n =Dt ) (=2, p R
x=

=n(n—Dp*(1)
~E(x(x — 1)) = n(n — 1)p?
Q) =>Ex?) =E(x(x—1))+E(x)
S Ex®) =nn—-1p?+np
(1) = 0% =E(x*) - [E(X)]?
= 02 =n(n— Dp? + np — [np]?
= 02 = n?p? — np? + np — n?p?
= 02 = np — np?
= 0% =np(1l-p)
but 1—p=gq
0% =npq
PROBLEMS
1) Let X be a binomially distributed random variable based on 6 repetitions of an experiment. If p=0.3,
evaluate the following probabilities i) P(x < 3), ii) P(X > 4).
Sol": Given p=0.3 and n=6, hence q = 1-p=1-0.3=0.7
and P(X = x) = b(6,0.3,x) = 6¢,(0.3)%(0.7)°™*
i)P(x <3)=P(0)+P(1)+P(2)+P(3)
= 6¢,(0.3)°(0.7)° + 6, (0.3)1(0.7)° + 6¢,(0.3)2(0.7)* + 6,(0.3)3(0.7)*
=0.1176 + 0.3025 + 0.3241 + 0.1852
= 0.9294
i) P(x <3)=P(5) +P(6)
= 6¢,(0.3)°(0.7)" + 6¢,(0.3)¢(0.7)°

= 0.0102 + 0.0007
=0.0109
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2) The probability that a pen manufactured by a company will be defective is 0.1. If 12 such pens are
selected at random, find the probability that
i)Exactly 2 pens will be defective
ii)Atmost 2 pens will be defective
iii)None will be defective

Sol™: Let the probability that a pen manufactured is defective, p=0.1
then, q = 1-p = 1-0.1 = 0.9 and given n=12
Hence P(X = x) = b(6,0.3,x) = 12,(0.1)*(0.9)*27*

i) The probability that exactly 2 pens will be defective, P(2) = 12.,(0.1)%(0.9)**72
= (66)(0.01)(0.3487)
= 0.2301

ii) The probability that atmost 2 pens will be defective, P(x < 2) = P(0) + P(1) + P(2)
=12,(0.1)°(0.9)* + 12, (0.1)' (0.9)'" + 12,(0.1)%(0.9)*°
= 0.2824 + 0.3766 + 0.2301
= 0.8891

iiif) The probability that none will be defective, P(0) = 12,,(0.1)°(0.9)"?
= (1)(1)(0.2824)
= 0.2824

3) The number of telephonic lines busy at an instant is a binomial variant with a probability 0.1. If 10
lines are chosen at random, what is the probability that,
i)No line is busy
ii)All lines are busy
iii)Atleast one line is busy
iv)Atmost two lines are busy

Sol": Let the probability that a telephonic line is busy p=0.1
then g = 1-p = 1-0.1 = 0.9 and number of lines chosen is n = 10
Hence P(X = x) = b(10,0.1,x) = 10.,(0.1)*(0.9)*°7*

i) The probability that no line is busy, P(0) = 10,,(0.1)°(0.9)*°
= (1)(1)(0.3487)
= 0.3487

if) The probability that all lines are busy, P(10) = 10, ,(0.1)'°(0.9)°

= (D07
=1071°

iii) The probability that atleast one line is busy, P(x > 1) = 1 — P(0)
=1-10¢,(0.1)°(0.9)*°
=1-—0.3487
= 0.6513

iv) The probability that atmost two lines are busy, P(x < 2) = P(0) + P(1) + P(2)
=10, (0.1)°(0.9)*° + 10, (0.1)'(0.9)° 4+ 10,,(0.1)*(0.9)®
= 0.3487 + 0.3874 + 0.1937
= 0.92968
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4) When a coin is tossed 4 times, find the probability of getting i)Exactly one head, ii)Atmost three
heads, iii)Atleast two heads.

Sol™: The number o times a coin is tossed, n=4
Let x be the binomial variant getting head, p=0.5
thengq=1-p=1-05=05
Hence P(X = x) = b(4,0.5,x) = 4.,(0.5)*(0.5)**
= 4¢,(0.5)* = 4;_(0.0625)

i) The probability of getting exactly one head, P(1) = 4, (0.0625) = 4 x 0.0625 = 0.25

ii) The probability of getting atmost three heads, P(x <3) =1 - P(4)
=1—4.,(0.0625)
=1-0.0625
= 0.9375

iii) The probability of getting atleast two heads, , P(x = 2) = P(2) + P(3) + P(4)
= 4¢,(0.0625) + 4, (0.0625) + 4, (0.0625)
= 0.375 4+ 0.25 4+ 0.0625
= 0.6875

5) The probability of germination of a seed in a packet of seeds is found to be 0.7. If 10 seeds are
taken for experimenting on germination in a laboratory, find the probability that
i)8 seeds germinate
ii)Atleast 8 seeds germinate
iii)Atmost 8 seeds germinate

Sol": Let X be the binomial variant of seed germination.
Given the number of seeds taken for experimenting in laboratory, n=10
The probability of germination of a seed in a packet of seeds is, p=0.7
thenq=1-p=1-0.7=0.3
Hence, P(X = x) = 10,,(0.7)*(0.3)1°~*

i) The probability that exactly 8 seeds germinate, P(8) = 10,(0.7)%(0.3)?
= (45)(0.0576)(0.09)
= 0.2334

ii) The probability that atleast 8 seeds germinate, P(x = 8) = P(8) + P(9) + P(10)
=10, (0.7)8(0.3)% + 10, (0.7)°(0.3)* + 10, (0.7)1°(0.3)°
=0.2334 4+ 0.1210 4+ 0.0282
= (0.3826

iii) The probability that atmost 8 seeds germinate, P(x < 8) =1 —{P(9) + P(10)}
=1—{10,(0.7)°(0.3)* + 10, (0.7)*°(0.3)°}
=1-{0.1210 + 0.0282}
= 0.8508

6) A communication channel receives independent pulses at the rate of 12 pulses per micro second.
The probability of transmission error is 0.001 for each micro second. Compute the probability of,
i)No error during a micro second
ii)1 error
iii)Atleast 1 error
iv)2 error
v)Atmost 2 error

Sol": Let X be the binomial variant of Transmission error.
Given the number of pulses per micro second, n=12
Let p be the probability of transmission error, p=0.001
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then g = 1-p = 1-0.001 = 0.999

The pmf of binomial distribution is, P(X = x) = P(x) = n¢_p*q"™*
= 12,(0.001)%(0.999)12~*

i) The probability of no error during a micro second, P(0) = 1260(0.001)0(0.999)12
= (1)(1)(0.9880)
= 0.9880

if) The probability of only one error during a micro second, P(1) = 12¢,(0.001)*(0.999)'*

= (12)(0.001)(0.9890)
=0.01186

i) The probability of atleast one error during a micro second, P(x > 1) =1 — P(0)
=1-12,(0.001)°(0.999)"*
=1-0.9880

=0.0120

iv) The probability of two error during a micro second, P(2) = 12,(0.001)(0.999)*°

= (66)(0.000001)(0.9900)
= 0.00006534

v) The probability of atmost two error during a micro second, P(x < 2) = P(0) + P(1) + P(2)
= 12,(0.001)°(0.999)** + 12, (0.001)* (0.999)** + 12,(0.001)%(0.999)*°
= 0.9880 + 0.01186 + 0.00006534
= 0.999925

7) In 800 families with 5 children each, how many family would be expected to have,
i)3 boys
ii)5 girls
iii)Atmost 2 girls
iv)Either 2 or 3 boys
by assuming probability for boys and girls to be equal.

Sol™: The total number of families given is 800 and number of children per family is, n=5
Given the probability of boy or girl to born, p=0.5
theng=1-p=1-0.5=0.5

The pmf of binomial distribution is, P(X = x) = P(x) = n¢ p*q"™™ = 5Cx(0.5)x(0.5)5‘x
=5¢,(0.5)° = 5¢,(0.03125)

i) The probability to have exactly 3 boys, P(3) = 5¢,(0.03125)
= (10)(0.03125)
= 0.3125
.. The total number of families may have exactly 3 boys = 800 x 0.3125 = 250.

i) The probability to have exactly 5 girls, P(5) = 5.,(0.03125)
= (1)(0.03125)
= 0.03125
.. The total number of families may have exactly 5 girls, = 800 x 0.03125 = 25.

i) The probability to have atmost two girls, P(x < 2) = P(0) + P(1) + P(2)
= 5¢,(0.03125) + 5,,(0.03125) + 5¢,(0.03125)

= 0.03125+ 0.15625 + 0.3125
=0.5
.. The total number of families may have atmost two girls, = 800 x 0.5 = 400.
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iv) The probability to have either 2 or 3 boys, P(2 < x <3) = P(2) + P(3)
= 5¢,(0.03125) + 5¢,(0.03125)
= 0.03125 + 0.03125
= 0.0625

.. The total number of families may have either 2 or 3 boys, = 800 x 0.0625 = 500.

Poisson Distribution:
Let X be the discrete random variable for any real value A , such that the probability mass function of

poisson distribution can be defined as,

e ¥
PX=x)=P(x) =" *=0
0, otherwise

where, A is called the parameter and,
NPX=x)=P(x)=0

—A3x
A
e = 1

i) X¥=0 P(¥) = Z¥-o
i)Meanu=np =41

iv) Vairance 62 = 1, S.D =1

The poisson distribution can be used to find the probabaility that an event might happen a definite
number of times based on how often it usually occurs and the companies can utilize the poisson
distribution to examine how they may be able to take steps to improve their operational effieciency.

MEAN & VARIANCE OF A POISSON DISTRIBUTION:

WKT, the probability mass function of the poisson distribution is,
e 41"
PX=x)=Px)=4{" I '
0 , otherwise

x>0

i) Mean:

u=E(x) = z:o_oxP(x)

ii) Variance:
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02 =E@x*) —p* ————(1)

=E(x(x—1)+x)—u?

=E(x(x—1)+E@Xx) —p?>————(2)

SEx(x—1)) = Ziox(x —1DP(x)
o) e—lﬁx

= Z x(x—1) '

x=0 X:

oo e—gﬂx—zﬂz
- szox(x R CED)]

— 212 ZOO e_l/lx_z
“F L o)

= (1)

E(x(x — 1)) = (1)

Q)=>02=2+1-1

S.D=0=+1
Mean = A =np

PROBLEMS
1) The number of accidents in a year to taxi drivers in a city follows a poisson distribution with mean
3. Out of 1000 taxi drivers find approximately the number of drivers with,
i)No accident in a year
ii)More than 3 accidents in a year.

Sol™: Let X be the poisson variant follows accident in the year of the poisson distribution.
e i*
x!

The probability mass function of the poisson distribution is P(X = x) =
Given the mean of poisson distributionisy =1=3

e—33x
P(X=x)= "
i) No accident in a year out of 1000 taxi drivers = 1000 x P(0)
—330
= 1000 x ol
= 1000 x 0.05
=50

Hence 50 drivers out of 1000 having no accidents in a year.

ii) More than 3 accidents in a year out of 1000 taxi drivers = 1000 X P(x > 3)
=1000 X [1 — P(x < 3)]
= 1000 x [1 —P(0) — P(1) — P(2]) — P(3)]
e 330 7331 7332 7333
=1000><[1— oo 1t 21 3l ]

= 1000 x <1 —~ <e'3 e (@) +e G) te <%))>
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= 1000 x (1 — 0.06472) = 352.8
= 353
Therefore 353 drivers out of 1000 have done more than 3 accidents in the year.

2) In a certain factory turning out razor blades there is a small probability of 510 for any blade to be

defective. The blades are supplied in a packets of 10. Use poisson distribution to calculate
approximate number of packets containing,

i)No defective

ii)2 defective

iii)3 defective

in the consignment of 10000 packets.

Sol™: Let X be the poisson variant follows the blades to be defective of the poisson distribution.
e
x!

The probability mass function of the poisson distribution is P(X = x) =
Given, p=5:TO =0.002,n=10, u = np = 0.002 X 10 = 0.02 = A

e~%02(0.02)*
~PX =x)= —

i) No blades are defective out 10000 packets = 10000 x P(x = 0)
e—0.02 (0.02)0

= 10000 x o
= 10000 x 0.9802
— 9802

..9802 packet blades are not defective out of 10000 packets.

ii) 2 defective blades out of 10000 packets = 10000 X P(x = 2)
e—0.02 (002)2

= 10000 x o
= 10000 x 0.0002
=2

..2 packets blades are 2 defective out of 10000 packets.

iii) 3 defective blades out of 10000 packets = 10000 X P(x = 3)
e—0.0Z (002)3
= 10000 x — 31
= 10000 x 0.0000
=0
..No packets blades are 3 defective out of 10000 packets.

3) If the probability of bad reaction from a certain injection is 0.001, determine the probability that out
of 2000 individuals more than 2 will get a bad reaction.

Sol": Let X be the poisson variant follows the bad reaction of the injection.
e~ A
x!

WKT, The probability mass function of the poisson distribution is P(X = x) =
Given, n=2000, p=0.001 and u = np = 2000 X 0.001 =2 =1
-2 X
SPX =x) =" x('2)
The probability that of more than two individuals get bad reaction = P(x > 2)
=1-P(x<2)
=1—[P(0) + P(1) + P(2)]
6_2(2)0 6_2(2)1 6_2(2)2
o 1 2
5
=1-—=103233
e

=1—

4) The probability that a news reader commits no mistakes in reading the news is e% . Find a probability

on a particular news broadcast he commits,
i)Only 2 mistakes
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ii)More than 3 mistakes
iii)Atmost 3 mistakes

Sol™: Let X be the poisson variant follows the news reader do mistakes of the poisson distribution.

The probability mass function of the poisson distribution is P(X = x) = e_:!ﬂx
Given, P(X =0) = e%
e_:!’loze%zeilze%:)lz?) o
P =x) =1 x(!?’)

i) The probability that news reader can do 2 mistakes = P(2)
e—3(3)2
-2
= 0.2240

i) The probability that the news reader can do more than 3 mistakes P(x >3) =1—- P(x < 3)
= P(x >3)=1-[P(0) + P(1) + P(2) + P(3)]
30 31 32 33

Y -3
:P(x>3)—1—e a+ﬂ+g+§
= P(x >3)=1-0.05(1+3+4.5+4.5)
= P(x>3)=1-0.65
= P(x > 3) = 0.3500

iii) The probability that the news reader can do atmost 3 mistakes = P(x < 3)
>Px<3)=Px=0+Px=1)+P(x=2)+P(x=3)
30 31 32 33
— =
=>P(XS3)—€ a+ﬁ+a+§
= P(x <£3) =(0.05)(1+3+45+4.5)
= P(x < 3) = 0.6500

5) Suppose 300 misprints are randomly distributed throughout a book of 500 pages, find the
probability that a given page contains,
i)Exactly 3 misprints
ii)Less than 3 misprints
iii)4 or more misprints

Sol": Let X be the poisson variant of misprints throughout a book of 500 pages.
e **

The probability mass function of the poisson distribution is P(X = x) = -

Given, suppose 300 misprints are randomly distributed throughout a book of 500 pages.

..Mean 4 = 300 _ 0.6
500

e~ A
x!

WKT, the pmf of poisson distribution is P(X = x) =

i) The probability that exactly 3 misprints = P(3)
B e~ %6(0.6)3
B 3!
= 0.01975
i) The probability that there are less than three misprints P(x < 3) = P(0) + P(1) + P(2)
—-0.6 0.6 0 —-0.6 0.6 1 -0.6 0.6 2
=>P(x<3)=e gl ) +e 1(| ) +e 2(' )

= P(x <3)=e"%[1+0.6+0.18]
= P(x < 3) = 0.5488 x 1.78
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= P(x <3)=0.9768

iil) The probability that there are 4 or more misprints, P(x > 4) =1—-P(x < 4)
=>P(x=4)=1-P(0)—P(1)—P(2)—P@3)

6_0'6(0.6)0 9_0'6(0.6)1 9_0'6(0.6)2 6_0'6(0.6)3
o 1 20 3l

S>P(x>4)=1-

SPx>4)=1—e"%(1+ 0.6+ 0.18 + 0.036)

=1-0.5488 x 1.816 = 0.00338

6) A certain screw making machine produces an average 2 defective out of 100 and packs of them in
boxes of 500. Find the probability that the box contains,
i)3 defective
ii)Atleast 1 defective
iiilBetween 2 & 4 defective

Sol": Given the machine producing an average defective screw is p = % =0.02
also given, n=500, u =np =500x%x0.02=10= 41

e~ 4*
x!

The probability mass function of the poisson distribution is P(X = x) =

e—lO(lo)x

SP(X=x)= po

i) The probability that exactly 3 defective = P(3)
| e—10(10)3

3!
= 0.007566

ii) The probability that atleast 1 screw is defective = 1 — P(0)
e—lO(lo)O
0!
=1-0.0000454

= 0.9999546

iii) The probability that between 2 & 4 screw will be defective = P(2 < x < 4)
=P(2)+P(3)+P(4)

_e7010)2 e '(10)° e '°(10)*
- 2! 3! + 4!

o (100 , 1000 10000)
- ¢ 2 6 24

=e710%x633.32
= 0.02875

Exponential Distribution:
Let X be a continuous random variable for any real value a > 0, then the probability density function

ae”™ % x>0
0 , otherwis

of an exponential distribution can be defined as, P(X = x) = f(x) = { o it follows:
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i)f(x)=0
i) [© f)dx =1
i) Mean =~

, . 1
iv) Variance 02 = —
a

V) S.D of Exponential Distribution,o = i

PROBLEMS
1) If X is an Exponential variant with mean 3, then find P(x > 1) & P(x < 3).

Sol": Given X be a continuous random variable of an Exponential distribution is,
N _(ae™™* ,forx =0
PX =x)=f() = { 0 ,Otherwise

and given the mean of exponential distribution is 3.

$y=3:1=3$a=1
a 3

& ) = {§3—§ o 2

0  Otherwise
i)P(x>1)= flmf(x)dx = %flme_?x dx = — [e_?x]:c = - [e_°° — e_?l] =— [0 - e_Tl] —e

—x43

ii)P(x<3)= fiof(x)dx — f_wa(x)dx + f03f(x)dx =0 +§f03 e dx = — [eTx] =—[el—e=1-1

0 e
2) If X is an exponential variant with mean 4, then find P(0 < x < 1),P(x > 2) & P(—o° < x < 10).

Sol": Given X be a continuous random variable of an exponential distribution is,
e {ae‘“" ,forx =20
Lo ,Otherwise

and given the mean of exponential distribution is 4.

:y=4=>1=4=>oc=l
a 4

o f(x) = {%e‘l ,x =0

0 ,otherwise

P(0<x<1)=jlfr(x)dx=%jle_7xalx=—[e_Txll=—[e_71—e°]=1—i
0 0

P(x>2)= J:fr(x)dx =%J:e_7xdx = —[e_Tx]: = —[e“"’—e_Tz] = e_Tl

10 0 10 1 (10 _x
P(—ee < x <10) = fr(x)dx = f fr(x)dx + fr(x)dx =0 +Zj e+ dx
oo —oo 0 0

—x,10 -10 1
iP(—w<x<1O)=—[e4]0 =—[e ) —e°]=1——

3) In a certain town the duration of shower has mean 5 minutes, what is the probability that shower
will last for,
i)10 minutes and more

ii)Less than 10 minutes
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iii)Between 10 & 12 minutes.

Sol™: Given X be a continuous random variable of an exponential distribution is,
—ax
,x=0

_ (ae
f@x) = { 0 ,otherwise
and given the mean of exponential distribution is 5.

:>u=5:>1=5:>a=l
a 5

1 X
-'-f(x)={§e ox=20
0 ,otherwise
i) The probability that the shower will last 10 minutes and more is,
P=10)= [ food fm L 1f°° “5d [ -%r 0—e2] =
X 2 = x)ax = —e X == e xX=—|e =—|0—e¢ = —
10 10° 5J10 10 e?
ii) The probability that the shower will last less than 10 minutes is,
10 0 10
P(x <10) = f(x)dx = f fx)dx + f(x)dx
0p x g0 0_1 _xq10 5 1
:>P(x<10)=0+f0 ce sdngfo e sdx:_[e 5]0 =—fe?-1]=1-5

iii) The probability that the shower will last between 10 & 12 minutes is,

12 129 112 «

P(10<x < 12) = f(x)dx = f —e 5dx =— e 5dx
10 10 O 5J10

P(10 < x < 12 [‘g] [_le —2] L2

= = — = — — e

( X ) e 10 e e 752

4) The life of a TV tube manufactured by a company is known to have mean 200 months. Assuming
that the life of tube has an exponential distribution, find the probability that the life of a tube
manufactured by a company is,
i)Less than 200 months
ii)Between 100 & 300 months
iii)More than 200 months

Sol": Given X be a continuous random variable of an exponential distribution is,
£x) = {ae‘“" , x>0
0 ,otherwise
and given the mean of exponential distribution is 200 months.
1 1
S>p=200>-=200=>a=_-
1 X

=l e
0 ,otherwise

i) The probability that the life of a tube is less than 200 months is,

200 200 1 _x 1 (200 _y —x 1200 1
P 2 = = —— 200 = — 200 = — |e200 =—Je 1 -0 = 1—-—
(x < 200) > f)dx fo 500°¢ dx 200, e200dx [e ]0 [e e’] >
ii) The probability that the life of a tube is between 100 & 300 months is,
300 300 1 x 1 300
P(100 £ x <300) = f(x)dx = J. ——e 200dx = —— e 200dx
100 100 200 200 100
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300 -3 _1]

= — [37 —e 2
100

ctgn—‘l =
cl?.)lwl o

b
= P(100 < x < 300) = — [ "Z00]

iii) The probability that the life of a tube is more than 200 months is,

o © 1 —x
P(x > 200) = f(x)dx = f —— e200dx
200 200

—x 4 —o0

oo —x 1
[ezoo — e—l] —e1=_
e

e200dx = — [ezoo] = —

1
= P(x > 200) = — =
(x ) 200 200

200
5) The length of a telephone conversation is an exponential variant with mean 3 minutes. Find the

probability that a call,
i)ends in less than 3 minutes

iijends between 3 & 5 minutes
iiijends in more than 4 minutes

Sol": Given X be a continuous random variable of an exponential distribution is,
f(x)_{ae‘“x ,x =0
Lo ,otherwise
and given the mean of exponential distribution is 3 minutes.

Spu=33-=32a=:

1 X
.‘.f(x):{;e 3 ,XZO
0 , otherwise
i) The probability that the conversation ends in less than 3 minutes is,
3 31 =x 1 (3 =x —xq3 1
P(x<3)=f f(x)dx=f —e3dx=—f ede=—[e3] =—[el-e'=1--
—w 0 3 3Jo 0 e

i) The probability that the conversation ends in between 3 & 5 minutes is,
5 5 1 —=x 1 5 _x
P3<x<5)= f f(x)dx = f —e3dx = —f e3dx
3 3 3 3 3

_x9° =5 1 1

=>P(1005xs300)=_[e 3] =_[33 _e—l]z___s

3 e 3

e3

i) The probability that the conversation ends in more than 4 minutes is,
P(x>4)=f f(x)dx=f —e3dx
4 4 3

1 = —x1% - 4 -4 1
=>P(x>4-)=—f e3dx=—[e3] =—[63—e3]:e3:_4
34 4 JE

Normal Distribution:
Let X be a continuous random variable for any real p and o2 , the normal distribution can be defined

as,
1 —(x—g)z
= — 20
fO) = —=e ot
TAKEITEASY ENGINEERS
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where —co < x < , —0 < u < o0 and here u,c?(> 0) are called the mean and variance of the
normal distribution i.e., widely used in statistical inference, hypothesis testing, data analysis, i.e., to analysis
the data when there is an equal chance for the data to be above and below the average value of the
continuous data. The normal is also known as Gaussian distribution (or) Probability Bell Curve. The normal
distribution is a probability distribution i.e., symmetric about the mean, showing that data near the mean are
more frequent in occurrence than data far from the mean.

The normal distribution follows as,

2P(a<x<b) =[] f(x)dx

P( b) f b ,1/— S
=>Plas<x<b)=
a OV2m

:>P(anSb)=f Nors
a oV2m

LetZ =

xX— a— b—
Wherezz—”,zlz—”,zzz—”
0'2 o o

and F(z) = \/%e_7 is called the standard normal function

xX— 5 .
and z = Tﬂ is called the standard normal variate.
when z; = 0, z, = z , then the normal curve over 0 to z is defined as

1 (7 2
4@ =@ ==/

e 2dz
where these values will be taken from Area table of normal distribution.

BELL CURVE
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=1

P(—° <z < =) 1 .
=36 -2 - I 146 426 I+is
f f 1 : 1 f —1
3 2 1 0 | 2 3
o=
g =
P(-»<z<0)=P(0<z<w) 0.5 =
3 2 1 1 7 3
) 68% of Values are within 1 5TD
i
P(-z,<z<2z)=2P(0<z<2z) 2A(z) :h '
()
P(—2<z<2z)=05+P0<z
+
B 0.5+A4(z;)
l
Shaded area i
represents probability |
P(X2x,) :
P(z; <z<®)=P(0<z<=)—P(0 :
" 0.5-4(z,) :
i x
[
P(z;<z<2z;)=P(0<z A(zy) -
<z;)—-P0<z<z) A(zq)
P(—z,<z<2z,)=P(0<z A(zy)
<z,)+P(0<z<2z) +A(z1)

&
[
i
o
w
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STANDARD NORMAL TABLE (2)

Entries in the table give the area under the curve
between the mean and z standard deviations above
the mean. For example, for z = 1.25 the area under
the curve between the mean (0) and z is 0.3944.

01
0.2

0.3
0.4

0.7

b —

28

2.9

3.0

3.1

3.2

3.3

3.4

0. 0000
0.0398
0.0793
0.1179
0.1554
0.1915
0.2257
0.2580
0.2881
0.3159
0.3413
0.3643
0.3849
0.4032
0.4192
0.4332
0.4452
0.4554
0.4641
0.4713
0.4772
0.4821
0.4861
0.4883
0.4918
0.4938
0.4953
0.4965
0.4974
0.4981
0.4987
0.4990
0.4993
0.4995
0.4997

0. 0040
0.0438
0.0832
0.1217
0.1591
0.1950
0.2291
0.2611
0.2910
0.3186
0.3438
0.3665
0.3869
0.4049
0.4207
0.4345
C.4463
0.4564
0.4649
0.4719
0.4778
0.4826
0.4864
0.4896
0.4920
0.4940
0.4955
0.4966
0.4975
0.4982
0.4987
0.4991
0.4993
0.4995
0.4997

0. 0030
0.0478
0.0871
0.1255
0.1628
0.1985
0.2324
0.2642
0.2939
0.3212
0.3461
0.3686
0.3888
0.4066
0.4222
0.4357
04474
0.4573
0.4656
0.4726
0.4783
0.4830
0.4868
0.4898
0.4922
0.4941
0.4956
0.4967
0.4976
0.4982
0.4987
0.4991
0.4994
0.4995
0.4997

0. 0120
0.0517
0.0910
0.1293
0.1664
0.2019
0.2357
0.2673
0.2969
0.3238
0.3485
0.3708
0.3907
0.4082
0.4236
0.4370
0.4484
0.4582
0.4664
0.4732
0.4788
0.4834
0.4871
0.4901
0.4925
0.4943
0.4957
0.4968
0.4977
0.4983
0.4988
0.4991
0.4994
0.4996
0.4997

0. 01 80
0.0557
0.0948
0.1331
0.1700
0.2054
0.2389
0.2704
0.2995
0.3264
0.3508
0.3729
0.3925
0.4099
0.4251
0.4382
0.4495
0.4591
0.4671
0.4738
0.4783
0.4838
0.4875
0.4904
0.4927
0.4945
0.4959
0.4969
0.4977
0.4984
0.4988
0.4992
0.4994
0.49%6
0.4997

0. 0190
0.0596
0.0887
0.1368
0.1736
0.2088
0.2422
0.2734
0.3023
0.3289
0.3513
0.3749
0.3944
04115
0.4265
0.4394
0.4505
0.4599
0.4678
0.4744
0.4798
0.4842
0.4878
0.4906
0.4929
0.4946
0.4960
0.4970
0.4978
0.4984
0.4989
0.4992
0.4994
0.4996
0.4997

0. 0239
0.0636
0.1026
0.1406
01772
0.2123
0.2454
0.2764
0.3051
0.3315
0.3554
0.3770
0.3962
0.4131
0.4279
0.4406
0.4515
0.4608
0.4686
0.4750
0.4803
0.4846
0.4881
0.4909
0.4931
0.4948
0.4961
0.4971
0.4979
0.4985
0.4989
0.4992
0.4994
0.4996
0.4997

007| o008

10,0279
0.0675
0.1064
0.1443
0.1808
0.2157
0.2486
0.2794
0.3078
0.3340
0.3577
0.3760
0.3980
0.4147
0.4202
0.4418
0.4525
0.4616
0.4693
0.4756
0.4808
0.4850
0.4884
0.4911
0.4932
0.4949
0.4962
0.4972
0.4979
0.4985
0.4989
0.4992
0.4985
0.4966
0.4997

0.0319
0.0714
0.1103
0.1480
0.1844
0.2190
0.2517
0.2823
0.3106
0.3365
0.3529
0.3810
0.3997
0.4162
0.4306
0.4429
0.4535
0.4625
0.4699
0.4761
0.4812
0.4854
0.4887
0.4913
0.4534
0.4951
0.4963
0.4973
0.4980
0.4986
0.4990
0.4593
0.4995
0.4596
0.4997

0.09
b

0.0359

0.0753
0.1141
0.1517
0.1879
0.2224
0.2549
0.2852
0.3133
0.3389
0.3621
0.3830
0.4015
0.4177
0.4319
0.4447
0.4545
0.4633
0.4706
0.4767
0.4817
0.4857
0.4890
0.4916
0.4936
0.4052
0.4964
0.4974
0.4981
0.4986
0.4990
0.4993
0.4995
0.4997
0.4998
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PROBLEMS

1) The marks of 1000 students in an examination follows normal distribution with mean
70 and standard deviation 5. Find the number students whose marks will be
i) Less than 65
i) More than 75
ii) Between 65 and 75. [A(1)=0.3413]
Sol.
Let X be the continuous random variable
Given
Mean of the Normal distribution u = 70
Standard deviation of the Normal distribution 0 = 5

. - -70
~The standard normal variate z = % 5z=2 z

65-70 _

When x =65 then z = -1

When x =75 then z = % =1

i) No.Of students scored less than 65 marks=P(x < 65) =P(z < —1) =
P(z>1)=05—-A(1) =0.5-0.3413 = 0.1587
No.Of students scored less than 65 marks out of 1000 students=1000x0.1587=158.7=159

Area under the curve in a standard normal distribution

3 2 1 o 1 2 3

ii) No.Of students scored more than 75 marks=P(x > 75) = P(z> 1) =
P(z>1)=0.5—-A(1) = 0.5 —0.3413 = 0.1587

No.Of students scored more than 75 marks out of 1000 students=1000x0.1587=158.7=159

iii) No.Of students scored marks between 65 and 75 =P(65 < x < 75) =P(-1<z< 1)

=2P(0<z<1)
=24(1)
=2x0.3413
= 0.6826
No.Of students scored between65 and 75 marks out of 1000 students=1000x0.6826

=682.6=683

Standard normal distribution (=0, o2=1).
0.5

J@)

400 -300 -200 -100 000 1.00 200 300 4.00
z

2) 200 students appeared in an examination, distribution of marks is assumed to be
normal with mean 30 and standard deviation 6.25, how many students are expected to
get marks .
i) Between 20 and 40
ii) Less than 35 [A(1.6)=0.4452 , A(0.8)=0.2881]
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Sol.
Let X be the continuous random variable
Given
Mean of the Normal distribution u = 30
Standard deviation of the Normal distribution o = 6.25

. - -30
~The standard normal variate z = % =>z= "625

_20-30 _

When x =20 then z = s = —-1.6
When x =40 then z = 4220 =16
When x =35 then z = 3220 0.8

The probability that number of students expected to score between 20 and 40 marks:
P(20 < x < 40) = P(-1.6 < z < 1.6)
=>P(R0<x<40)=2%xP(0<z<1.6)
= P(20 < x < 40) = 2 X A(1.6)
= P(20 < x <40) =2 x0.4452 = 0.8904 = 0.9

The number of students expected to score between 20 and 40 marks out of 200:
The probability that number of students expected to score less than 35:
=P(x <35)=P(z<0.8)
= A(0.8) = 0.2881 = 0.3

The number of students expected to score less than 35 marks out of 200:
=200x0.3=60

3) The weekly wages of workers in a company are normally distributed with mean of
Rs.700 and S.D. of Rs.50.Find the probability that the weekly wage of randomly
chosen workers is i) Between Rs.650 and Rs.750 ii) More than Rs.750.

Sol.
Let X be the continuous random variable
Given
Mean of the Normal distribution u = 700
Standard deviation of the Normal distribution o = 50

~The standard normal variate z = % =z = "‘57000
When x =650 then z = 22720 = 1

When x =750 then z = 222-790 _

The probability of the weekly wages between Rs.659 and Rs.750 is:

P(650 < x <750)=P(-1<z<1)
=2 P(650<x<750)=2%xP0<z<1)
= P(650 <x <750)=2xA(1)
= P(650 < x < 750) = 2 x 0.3413 = 0.6826

The probability of the weekly wages of more than Rs.750 is:
=P(x>750)=P(z>1)

=05-P(z<1)
= 0.5 — 0.3413
= 0.17065

4) In a test on 2000 electric bulbs , it was found that the life of a particular make was
normally distributed with an average life of 2040 hours and SD of 60 hours . Estimate
the number of bulbs likely to burn for...

i) More than 2150 hours
ii) Less than 1950 hours
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iii) Between 1920 and 2160 hours.

Sol.
Let X be the continuous random variable
Given
Mean of the Normal distribution u = 2040
Standard deviation of the Normal distribution o = 60

. - —2040
~The standard normal variate z = % 5z==1 =

__2150-2040

When x =2150 then z = — = 1.83
When x =1950 then z = % - —15
When x =1920 then z = 222272040 _ -
When x =2160 then z = 22802040 _ 5

60

i) The probability that the number of bulbs likely to burn of more than 2150 hours:
P(x > 2150) = P(z > 1.83) =
P(z > 1.83) = 0.5 - A(1.83) = 0.5 — 0.4664 = 0.0336
The number of bulbs likely to burn of more than 2150 hours out of 2000 bulbs :
=2000x0.0336
=67.2=67

ii) The probability that the number of bulbs likely to burn of less than 1950 hours:
=P(x < 1950) = P(z < —1.5) =
P(z>15)=0.5—-A4(1.5) = 0.5-0.4332 = 0.0668
The number of bulbs likely to burn of less than 1950 hours out of 2000 bulbs :
=2000x0.0668
=133.6=137

iii) The probability that the number of bulbs likely to burn between 1920 and 2160 hours
=P(1920 < x < 2160) =P(-2<z<?2)

=2P(0<z<2)
= 24A(2)
=2x0.4772
= 0.9544
The number of bulbs likely to burn between 1920 and 2160 hours out of 2000 bulbs :
=2000x0.9544
=1908.8=1909

5) If the life time of a certain types electric bulbs of a particular brand was distributed
normally with an average life of 2000 hours and S.D.60 hours. If a firm purchases 2500
bulbs, find the number of bulbs that are likely to last for (i) more than 2100 hours

(ii) less than 1950 hours
(iii) between 1900 and 2100 hours.
Sol.
Let X be the continuous random variable
Given
Mean of the Normal distribution x = 2000

Standard deviation of the Normal distribution o = 60

X—u X —2000

— s 7=
o 60

.. The standard normal variate z =

When x=1950 then z =W:—0.83
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When X =1900 then z =w =-1.66

When X =2100 then z = w =1.66

i) The probability that the number of bulbs likely to burn of more than 2100 hours:
P(x > 2100) = P(z > 1.66)=0.5 — A(1.66) = 0.5 — 0.4515 = 0.0485
The number of bulbs likely to burn of more than 2100 hours out of 2500 bulbs:
=2500x0.0485
=121.25=121

ii) The probability that the number of bulbs likely to burn of less than 1950 hours:
=P(x < 1950) = P(z < —0.83) = 0.5 — 4(0.83) = 0.5 — 0.2967 = 0.2033
The number of bulbs likely to burn of less than 1950 hours out of 2500 bulbs :
=2500x0.2033=508.25=508
i) The probability that the number of bulbs likely to burn between 1900 and 2100 hours
=P(1900 < x < 2100) = P(-1.66 < z <1.66)

=2P(0<z<1.66)
=2A(1.66)
=2x0.4515

=0.9030
The number of bulbs likely to burn between 1900 and 2100 hours out of 2500 bulbs :
=2500x0.9030
=2257.5=2258

6) In a normal distribution , 7% of items are under 35 and 89% of the items are under
63.Find the mean and standard deviation of the distribution.
Sol.

Let X be the continuous random variable
Given
Let u ando be the Mean and Standard deviation of the distribution

~The standard normal variate z = %

When x=35 the standard normal variate z = 3‘%“ = z,(Say)
When x=63 the standard normal variate z = 6‘%“ = z,(Say)

Given
P(x <35)=P(z<z)=0.07
> P(z<2z)=P(—><z<0)—-P0<z<z)=0.07
= 0.5 - A4(z;) = 0.07
= A(z;) = 0.5-0.07

= A(zy) = A(—1.47)

=z, = —1.47
35—
SNl Y
o
>u—14706=35—————— (2)

And P(x <63)=P(z<2z,)=0.89
> P(z<2z)=P(—=<z<0)+P(0<z<2z)=0.89
= 0.5+ A(z,) = 0.89
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= A(z,) = 0.89-0.5=0.39

= A(z,) = A(1.23)

=z, = 1.23

63 —

= . F_ 1.23

>pu+1236=63———————— 3)
Solving eq(2) and (3)
we get

4 = 50.2915
o =10.332

7) In a normal distribution , 31% of items are under 45 and 8% of the items are Over
64.Find the mean and standard deviation of the distribution.
Sol.

Let X be the continuous random variable
Given
Let 1 ando be the Mean and Standard deviation of the distribution

~The standard normal variate z = %

When x=35 the standard normal variate z = £=* = z,(Say)
g

When x=63 the standard normal variate z = =% = z,(Say)
g

Given
P(x <35)=P(z<2z)=031
=>P(z<2z)=P(—»<z<0)—P0<z<z)=031
= 0.5 —-A(z;) = 0.31
= A(z;) = 0.5-0.31 =0.19

= A(zy) = A(0.5)

= Zl - 05
45 —
= a =0.5
o
>u+050=45—————— 2)

And P(x > 64) = P(z > z,) = 0.08
=2>P(z>27z,)=05-P(0<z<2z,)=0.08
= 0.5 - A(z,) = 0.08
= A(z;) = 0.08 - 0.5 =-0.42
= A(z,) = A(1.4)

= Zy = 1.4
64 —
= F_ 1.4
o
>u+lb4c=64———————— 3)
Solving eq(2) and (3)
we get
u =750
oc=10

8) In an examination 7% of the students scored less than 35% of the marks and 89% of

the students scored less than 60% of the marks. Find the mean and standard
deviation if marks are normally distributed.
Sol.
Let X be the continuous random variable
Given
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Let u ando be the Mean and Standard deviation of the distribution

~The standard normal variate z = %

When x=35 the standard normal variate z = 2>-* = z,(Say)
ag

When x=63 the standard normal variate z = 2% = z,(Say)
g

Given
P(x <35)=P(z<z)=0.07
2> P(z<27z)=P(—~<z<0)—P0<z<z)=0.07
= 0.5 -A(z) = 0.07
= A(z;) = 0.5-0.07

= A(zy) = A(—1.47)

=7, = —147
35 —
= K147
g
S u—1476=35-————__ )

And P(x < 60)=P(z< z,) =0.89
=>P(z<2z;)=P(—~2<z<0)+P(0<z<2z,)=0.89
= 0.5+ A(z,) = 0.89
= A(z,) = 0.89-0.5=0.39
= A(z,) = A(1.23)

= Zy = 1.23
60 —
= - £ 1.23
>u+123¢=60———————— 3)
Solving eq(2) and (3)
we get
i = 48.65

o=9.25

Jedded Kk
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Joint Probability:
Let X = {xq, x5, %3, .00 XmtandY = {y;,v5,y3,....... YV} are two discrete random variables,

then the joint probability function of X and Y is defined as
P(X =x,Y =y;) =P(x;,yj) = f(xi,¥)) = pij = fij
where the function f(x, y) satisfy the conditions
i) f(x, ) 2 0ii) X X5 f (i, 95) =1

The joint probability table as shown below,

Y Y1 V2 yat | MWL Yn f(x)
X
x
! P11 P12 Pz | 7 Pin f(x1)
x
g P21 P22 L DP2n f(x2)
x
3 P31 P32 Pz | T P3n f(x3)
x
" Pm1 Pm2 Pms | Pimn f(xm)
90 9(1) 9(y2) 93) | gy 1
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Marginal Probability Distributions:

In the joint probability table f(x;), f(x2), f(x3),........ JO) and g(v1), 9(2), g(y3), e ennn .. ,gOm) are
called the marginal probability distributions respectively and represents the sum of all entries in all the rows

and columns.

Independent Random Variables:
The discrete random variables X and Y are said to be independent if,
PX=x,Y=y;))=PX=x)).P(Y =y;), foreveryi,janditis equivalentto
PX=x,Y=y;)=PX =x)).PY =y;) = f(x;).g(yj) or COV(X,Y)=0

Expectation, Variance & Covariance:
Let X be the random variable taking the random values x;, x5, x3,....... xm , having the probability
function f(x). Then,
a) The expectation of X is denoted by E(X) and is defined as, uy = E(X) = X%, xif (x;)
b) The expectation of Y is denoted by E(Y) and is defined as, uy = E(Y) = XY=, ¥;f (¥))
c) The variance of X is denoted by oy? and is defined as ay? = E(X?) — [E(X)]?
m
o= ) xR~
1=
d) The variance of Y is denoted by oy? and is defined as a2 = E(Y?) — [E(Y)]?
n
Sol=)  yRfo)-m
1=
e) The covariance of X and Y is denoted by COV(X,Y) and defined as COV(X,Y) = E(XY) — E(X).E(Y)
AL

COV(X,Y) = ZZ xy;if (X0, y;) — bx- iy

i=1j=1

f) The correlation between X and Y is p(X,Y) = CZV—(;'Y)
X0y

PROBLEMS

1) The joint distribution of two random variables X and Y are as follows:
Y -4 2 7
X
1 1/8 1/4 1/8
5 1/4 1/8 1/8

Compute the following,
i) E(X) and E(Y)
ii) E(XY)
III) Ox & Oy
iv) p(X,Y)

Sol": Given,
x1:1; xZ:5J Y1=_4: y2=2’ y3=7

And the probabilities are
1

1 1 1 1 1 _
P11 =35 P12 =73, P13 =g P21 =7, P22 =35 P23 =3
Given the joint probability distribution is follows as
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Y -4 2 7 fx)
X
! 1/8 1/4 1/8 1/2
> 1/4 1/8 1/8 1/2
9i) 3/g 3/g 1, 1
The marginal distribution of X and Y are
X; 1 5 Vi -4 2 7
feo | 1,1 1/, 90D | 3/g [ 3/g | Y4

i) iy = EQO) = X2y xif () = (1x5) + (5x3) =3

e =EY) =3, y000) = (—4x3) + (2x3) + (7x3) =1
i) EQXY) = X7y Xioq %y (%0, ¥))
:(1><(—4)x%)+(1><2x%)+(1x7x%)+(5x(—4)x%)+(5x2x%)+(

N W

5X7X—=

5

1 i
iii) oy = E(X?) — py? = Y2 %% f () — uy? = (12 XE) + (52 XE) —9=13-9=4=07y =2

oy? = E(Y?) =my? = 331900 = i = ((-02x0) +(22x ) (B a2 =

iv) COV(X,Y) = EQXY) — pxpy = 5= B)(D) = —

_covxy) _ T3
V) p(X,Y) =2 = = 01732

Hence the given random variables are not independent

2) The joint distribution of two random variables X and Y are as follows:

Y -2 = | 4 5
X

1 0.1 0.2 0 0.3

2 0.2 0.1 0.1 0

Find the marginal distribution of X and Y. Also find the covariance of X and Y.
Sol": Given,
x1:1l x2=2' :V1:_2» y2:_1P y3=4’y4=5
And the probabilities are

7
4

> = 0y = 4.33

P11 =0.1, p12 =02, p13 =0, p14 = 0.3, P21 = 0.2, P2 = 0.1, pp3 =01,p13=0

Given the joint probability distribution is follows as

Y -4 2 7 f(x)
X
1 0.1 0.2 0 0.3 0.6
2 0.2 0.1 0.1 0 0.4
9g) 0.3 0.3 0.2 0.3 1
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The marginal distribution of X and Y are

X

1

2

f(x)

0.6

0.4

Vi

-2

0.3

g |03

Duy =EX) =YY%, xf(x)=(1%x0.6)+(2x04) =14
py =EY)=X31y,90) =(=2%x03)+(-1x03)+ (4 x0.1) +(5x03) =1

i) E(XY) = X7oq X3y xiyif (%0, y))
= (D(=2)(0.1) + (D)(—1)(0.2) + (1(4)(0) + (1)(5)(0.3) + (2)(—2)(0.2) + (2)(—1)(0.1) +
(2)(4)(0.1) + (2)(5)(0)
=—-02-02+0+15-08—-02+08+0=23—14=09

iii) ox? = E(X?) — px® = Xoq %2 f () — ux?
= (1?2 % 0.6) + (22 x 0.4) — (1.4)> = 2.2 — 1.96 = 0.24 = o, = 0.4898
UYZ =E(Y?) - #Yz = ?:1 szg(}’j) = .UY2
=((-2)>%x0.3)+ ((-1)>x 0.3) + (42 x 0.1) + (52 x 0.3) — 12 = 9.6 = 0y, = 3.0983

iv) COV(X,Y) = E(XY) — pypy = 0.9 — (1.4)(1) = —0.5

cov(X)y —-0.5
G = —0.3294
ox0y 0.4898x3.0983

Hence the given random variables are not independent

vi) p(X,Y) =

3) Determine,
i) Marginal distribution.
ii) Covariance between the discrete random variables X and 'Y,
using the joint probability distribution.

Y 3 4 3
X
2 e e e
1 1 1
5 /12 /12 /12
/ Y15 Y1, Y15

Sol": Given,
x1 = Z,XZ = 5,X3 = 7,y1 = 3,y2 — 4,y3 = 5
And the probabilities are

1 1 1 1 1 1 ! ! 1
P11 = ¢.P12 = g»P13 = g»P21 = 150P22 = 50 P23 = ;P31 = 50P32 = 150P33 = ;5

The joint distribution table is as follows:

Prepared by: PURUSHOTHAM P, SJIC INSTITUTE OF TECHNOLOGY, | 4

Y 3 4 5 f(x)
X

2 1/6 1/6 1/6 1/2

> 1/12 1/12 1/12 1/4

/ 1/12 1/12 1/12 1/4
g 1/ 1/ 1/, 1
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x |2 |5 [7 v, 13 |4 s
D | Yy | 1y [ s 9o | Y5 | 15 |15

py =EX) =X, x,f(x)
= —(2x1>+(5x1)+<7x1)
Hx = 2 4 4
>ux =4
w=EW)=%_1y,90y)
=13 . + 14 L +15 L
= =(3%3)+(4x3) + (5%3)
= Uy =4
E(XY) = T Bimy %y, f (0, )
EXY—231241251531541551
= E( )_< X xg)+( X xg)+( X xg>+< X Xﬁ)"’( X XE)+< X x—)
1 1 1
+(7x3xﬁ)+(7x4xﬁ)+(7x5xﬁ):16

& Cov(X,Y) = E(XY) — pxpty
= Cov(X,Y)=16—-4%x4
= Cov(X,Y)=0

Hence the given random variables are independent

4) The joint probability distribution of discrete random variables X and Y is given below:

Y 1 3 6
X
L s Ye Y18
= Ye Y4 Yo
8 18 Y1 Y36

Determine,

i) Marginal distribution of X and Y.

ii) Are X and Y statistically independent?

Sol"™: Given,

Prepared by: PURUSHOTHAM P, SJC INSTITUTE OF TECHNOLOGY, | 5

x1=Lx;,=3x3=6y;=1y,=3,y3=6
And the probabilities are

1 1 1 1 1 1 1 1 1
P11 =5,P12 = ¢»P13 = 75 P21 = ¢»P22 = 3y P23 = 50P31 = 75-P32 = 5,P33 =3

The joint distribution table is as follows

Y 1 3 6 f(x;)
X
! 1 e 18 13
3 e 1, Y1, 1,
6 18 Y12 Y36 3/18
9 1/ 1 3/18 1

6
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i) The marginal distributions of X and Y are,

Xi

1

3

6

Vi 1

3

fCx)

1/3

1/2

%18

g

1/3

1/2

.. 1 3
i) puy = EQX) = X, xif () =+ 5+ 1=28333

1 3
py =E(Y) =%}1y9(v;) =5+ +1=128333
1 3 6 3 9 18 6 18 36
E(XY) = Xi X3 xyypiy =5+ 2+ =+ 2+ o+ =+ D+ 20 = 8.0278

COV(X,Y) = E(XY) — uxuy = 8.0278 — (2.8333)(2.8333) = 8.0278 — 8.0276 = 0.0002
..The given random variables X and Y are not statistically independent.

5) Determine,
i) Marginal distribution.
ii) Covariance between the discrete random variables X and Y along with corelation using the joint
probability distribution.

Y 1 3 9
X

2 1/8 1/24 1/12

4 1/4 1/4 0

6 1/8 1/24 1/12

Sol™: Given
X1 =2,%=4%x3=6y,=1y,=3,y; =9

And the probabilities are
_1 _1 _ 1 _1 _1 a _1 _1 _ 1
P11 =g P12 = 5;,P13 = 15P21 = »P22 = 5 P23 = 0,031 = 5, P32 = 5, P33 = 3

The joint distribution table is as follows

Y 1 3 9 f(x)

X
1 1 1 1
2 /g /24 /12 /4
4 Y4 Y4 0 '/
1 1

6 s /24 /12 Ya

9 1/, 1/ 1 1
The marginal distributions of X and Y are
x |2 |4 e g’i ) 31/ ‘;/ i/
g\i
f(x) 1/4 1/2 1/4 2| /3] 776

ux = EQO =X, xf () = (2x3) + (4x3) +(6x3)=05+2+15=14
1

wy=EM) =33,y9() = (1x3) +(3x3) +(9x5)=05+1+15=3
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E(XY) = X7y X3y xyif (%0 )
= (1)(-2)(0.1) + (1)(-1)(0.2) + (1)(4)(0) + (1)(5)(0.3) + (2)(—2)(0.2) + (2)(—1)(0.1) +
(2)(4)(0.1) + (2)(5)(0)
=—-02-024+0+4+415-08-024+084+0=23-14=0.9

ox? = E(X?) — ux* = ?:1xi2f(xi) — px?

= (22x3)+ (42 x3) + (62 x2) — 4> = 18— 16 = 2 = oy = 14142
oy? = E(Y?) —wy? = X3, y,29 () — uy?

= (12x3)+ (32 x3) + (92 x2) -3 =17 -9 = 8 > g, = 2.8284
COV(X,Y) = E(XY) — ugpy = 12— (4)(3) = 12— 12 =0
covxy) _ 0

pIX,Y) = o T 14142 -
X0y . X2.8284
.. The given random variables X and Y are not statistically independent.

6) Determine,
i) Marginal distribution.

ii) Covariance between the discrete random variables X and Y along with corelation using the joint

probability distribution.

Y 5 2 4
X

1 0.1 0.2 0.2

2 0.3 0.1 0.1

Sol": Given
X =Lx =2y, =3,y =2,y; =4
And the probabilities are
p11 = 0.1,p12 = 0.2,p13 = 02, p21 = 03, pzz = 0.1,p23 = 01

The joint distribution table is as follows

Y -3 2 4 f(x)
X

1 0.1 0.2 0.2 0.5

2 0.3 0.1 0.1 0.5

g 0.4 0.3 0.3 1

The marginal distributions of X and Y are

xX; 1 2 yi |3 |2 4

f(x) |05 |05 g(:) |04 |03 |03

py =EX) =Y% xf(x)) =(1x05)+(2x%x05)=05+1=15

uy =EY)=Y31y9(y) =(-3x04)+ (2x03)+ (4x03)=-124+06+12=0.6

Prepared by: PURUSHOTHAM P, SJIC INSTITUTE OF TECHNOLOGY, | 7
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E(XY) = o1 Xj-1 xiyif (o, 3))
= (1)(=3)(0.1) + (1)(2)(0.2) + (1)(4)(0.2) + (2)(=3)(0.3) + (2)(2)(0.1) + (2)(4)(0.1)
=-03+04+4+08—-184+04+0=23-14=0.9

ox? = E(X?) — ux* = z 1Xi f(xi) — pix?
= (12 x 0.5) + (22 x 0.5) — 1.52 = 2.5 — 2.25 = 0.25 = gy = 0.5
v2=EY?) —puy? = X3, v29() — iy?
= (-3%2x04)+ (22 x0.3) + (42 x 0.3) — 0.6> = 9.6 — 0.36 = 9.24 = 0y, = 3.0397

COV(X,Y) = E(XY) — uypy = 0.9 — (1.5)(0.6) = 0.9 — 0.9 = 0

cov(xy) _ 0
pX.Y) = ox0y  05x3.0397

.. The given random variables X and Y are not statistically independent.

1
2 and

1
7) XandY are independent random variables. X takes the values 2,5 and 7 with probabilities 2’ 4

%respectively. Y takes the values 3,4 and 5 with the probabilities %%&%
a) Find the JPD of Xand Y
b) Show that COV (X,Y)=0
Sol™:
Given X & Y are independent random variables follows the marginal probabilities as below.

X 2 5 7 y 3 4 5
feo | 1 1 1 g | 1 1 1
2 4 4 2 4 4
The joint distribution table is as follows
Y 3 4 5 f(x)
X
2 1 1 1 1
6 6 6 2
5 1 1 1 1
12 12 12 4
7 1 1 1 1
12 12 12 4
90 1 1 1 1
3 3 3

sy =EX) =Sxf@) = (2x3)+(5x3)+(7x3) =4
=4

1 1 1
o =BG =X yjg0) = (3x3)+ (4 x ;) + (5 x ;)
SEQXY) =S Y xyf(rpy) =14+ o+ D+ D4 B 2 B B2 g6
 COV(X, Y) = E(XY) — gty = 16 — (4)(4) S 61620

Stochastic Process
Stochastic process consists of sequence of experiments in which each experiment has a finite number of
outcomes with the given probabilities.

Probability Vector

A vector V = [v,v,,V3,...... ,Un] is called the probability vector if each one of its components are non-
negative and their sum is equal to unity or 1.
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Ex: = [0.1,06,03],V = [5,5 3] etc..

Stochastic Matrix
A square matrix P is called a stochastic matrix if all the entries of P are non-negative and the sum of all the
entries of any row is 1

(or)
A square matrix P is called a stochastic matrix where each row is in the form of the probability vector.

11 01 0

- = 1 1
=2 2|,p=(0 3 2
- = 1 1 1

3 3 = = =

2 4 4

Regular Stochastic Matrix

A matrix P is said to be a Regular Stochastic Matrix, if all the entries of some power (P™) are positive. The
Regular Stochastic Matrix P has a unique probability vector Q such that QP=Q and all the sum of the probabilities of a
fixed vector matrix should be equal to 1.

P11 P12 P13 -+ Pin

P21 P22 P23 - DP2n

P=|P31 P32 P33 --- P3n
lpnl Pn2 Pn3z ---- pnnJ

Transition Matrix
A transition matrix is also known as a stochastic or probability matrix, is a square matrix (n x n) representing
the transition probabilities of a stochastic system.

01 0
1 18
Ex:P=]2 4 a
1 1@
3 3 3
PROBLEMS
0 0 1
1) Verify that the matrix A = |1/, 1/, 1/, | is a regular stochastic matrix.
0 1 0

Sol": Given matrix A , each element is nonnegative and the sum of the elements in each row is equal to 1.
~A is stochastic matrix.

o o 1][0o o 1 10 51 90
teta? =1/, 1/, 1,111/, 1/, 1/4]= /s /16 /16
o 1 oflo 1 o0 /2 1/, 1,
A I Yo s s
B=axa=|"1s e |16 .ll/z Yy Yl =5/30 *Yes 13/c4

~Hence, all the entries in A% are nonnegative or positive and the sum of each row =1.

~ The given matrix A is regular stochastic matrix.
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0 Z%/3 1/
1/2 0 1/2 is irreducible.
Y2 Y5 ol
Sol": Given matrix A is a stochastic matrix (Being a transition matrix).
Also, all the elements of given matrix does have non-negative and the sum of each row=1.

0 23 g0 2 5 [ e s
.42 = |1 1 1 1/ 1|1 7 1
sA2=15 0 L0 0 =1y Tl e
1 1 1 1 1 1 5
f2 o 0Ll */p 0O la /3 >
~Hence, all the entries in A% are nonnegative or positive and the sum of each row =1.
Hence the given transition matrix A is regular, consequently it follows that the given Markov Chain is

Inspire before you expire...,

2) Prove that the Markov Chain with Transition matrix A =

irreducible.

1/3 2/3].

1/4 3/4

3) Find the fixed probability vector for the regular stochastic matrix A =

1/3 2/3]
Ya s

Since, the given matrix A is of second order.

Let Q = [X¥ Y] be the fixed probability vector, for every x > 0,y > 0&x +y =1

Sol™: Given 4 =

1/3 2/3 1 1. 2 3
eA=[x Ay, 3/]=[§x+;y Zx+3y)
4 4
Since QA=Q
1 1 2 3
=[x +3y Sx+lv] =y
:>1 +1 2 +3 B
g¥ Ty T3y
2 1 ! 1),Weh + 1 1
E= - — - =—Y.... = =1 = —_
3x 4y,3x 4y (1), Wehavex + y y X
2 1
(1)$§x=z(1—X)
2 +1 1
> - —x=-
3% T Ty
s2x+ix=2
3 4 4
8x+3x _ 1
12 4

11 3
:}—x:l:}x:—
3 11

3 8
--y—1—x=>y—1—H=>y_H

Thus, the required fixed probability vectoris Q =[x Y] = % 181]

01 0
4) Find the fixed probability vector of the regular stochastic matrix P = (1) (1) 1],
- -0
2 2
Sol": Since the given matrix P is of order 3x3, the required fixed probability vector Q must be also order of

3x3.
letQ =[x ¥ 7], Foreveryx 20,y =20,z=20&x+y+z=1

Also, QP=Q
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0 10
. 0 0 1|_J% z
afxoy 21|99 = x+3 V]
1o
2 2
zZ z
=>[E x+3 yl=x vy z]
VA +Z
= — = e =
S=XX+ts=yy=z

1 1
=>E(1—x—y):x ....... (1),x+5(1—x—y)=y....(2),y=1—x—y....(3)

>3x+y=1L,x—-3y=—-1Lx+2y=1

12 122
= = — = — = —_——_——— = —
Y=Y T574 5 5 5
1 2

Hence the required fixed probability vectorisQ =[x Y Z] = [E % E]

111
2 4 4
5) Find the fixed probability vector of the regular stochastic matrix P = |1 o 1|
2 2
01 0
Sol™:
111
2 4 4
Given, P = |1 0 1
2 2
0 1 0

Since the given matrix P is of order 3x3, the required fixed probability vector Q must be also order of 3x3.
letQ =[x Y Z]Foreveryx>0,y>0,z>0&x+y+z=1

Also, QP=Q
111
2 4 4
“QP=[x ¥y 71, 1
2 2
058 =)
1 1.1 1 1
=>QP—[Ex+Ey Xtz Zx+5y]
WKT
QP =0

< [fr+dy dresderb]=p v
I Bl 1

:x—2+2,y—4+z,2—4x+2y

Xy Y _po* - N0 L iy =1 — =

=>5+5—0,4+(1 xX—7y) y—0,4x+2y—1 xX—y

>x+y=03x+8y=4..... (D,5x+ 6y =4...... (2)

By solving eq (1) & (2)

6) Find the fixed probability vector of the regular stochastic matrix P =

S RO
WINN]| = -
Wi Wm0

Sol":

Given, P =

O IR O
WINN| R =
WlRkr W, O

Since the given matrix P is of order 3x3, the required fixed probability vector Q must be also order of 3x3.
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letQ =[x ¥ Z]Foreveryx=0,y>0,z=>08&x+y+z=1
Also, QP=Q

S olrO
WINN]|R =
Wlkr Wk O

=>QP=Ey x+%y+§z §y+§z]
WKT, QP = Q
:>Ey x+§y+§z §y+§z]=[x y Z]
:xz%y,yzx+%y+§z,z=%y+%z
>6x—y=02x—-7y=—4....(1)2x +3y = 2....... (2)

By solving eq (1) & (2)

1 6 1 6 7 3
>x=—y=—,2z2=1-———=1-—=—
10 10 10 10 10~ 10
1 6 3
0= v R 5
2 1
R
7) Find the fixed probability vector of the regular stochastic matrix P = | % 0 % l.
1 1 J
lz 2 0
Sol™:
2 1
[0 5 =
Given, P = E. 0 1
2 2
11
2 2

Since the given matrix P is of order 3x3, the required fixed probability vector Q must be also order of 3x3.

letQ =[x Y Z]Foreveryx=>0,y=>0,z>0&x+y+z=1

Also, QP=Q
0 2 1
3 3
“QP=[x ¥ z]% 0 %
i3 0
:QP=Ey+%z §x+%z §x+%y]
WKT
QP =Q

1 1 2 11 1
= -z = -z = -yl =[x z
:>[2y+zz “x+3z 3x+2y] [x ¥y 7]
1 1 2 1 1 1
:>x—5y+zz,y—§x+gz,2—§x+5y

=23x—1=0,x—9y=-38x+9y =6

Sy 10 _ 38
Y=Y =575
9 10 8
sebx v A=l 3 g
8) IfPlz[lza 1gb] and Pzz[l_b 1Ea].ShowthatPl, P, and P; P, are stochastic matrices.

Sol InPywehavea+ (1—a)=1landb+(1—-bh)=1
InP,wehaveb+ (1—b)=1anda+(1—-a)=1

Prepared by: PURUSHOTHAM P, SJIC INSTITUTE OF TECHNOLOGY, | 12 TAKEITEASY ENGINEERS




Inspire before you expire...,

TIE- Notes and Resources App

BCS301

Thus, P; and P, are stochastic matrices.

1—a a 1-b b
NOW'PIPZ_[ b 1—b” a 1—a]
[A@-a)@-b)+a* b(1-a)+a(l—a) _[a1
b1 -b)+a(l—-b) (A-a)d-b)+b?| la;
We shall know thata; + b =1landa, + b, =1
Now,
a,+b;=1-a)A-b)+a*+b(1—a)+a(l-a)
=(1-a)fl-b+b}+a{a+1—-a}
=1l-a+a
=1
~a;+b =1

Also,
ay+by,=b(1—b)+a(l—b)+(1—-b)(1—a)+b?
=b{(1-b+b}+(1-b){a+1-a}

=b+1-0b
=1
-'-a2+b2:1

Thus, P; P, is a stochastic matrix.

Markov Chain
A Markov Chian or Markov process is a stochastic model describing a sequence of possible events in which the
probability of each event depends only on the state attained in the previous event.

Ex (1).

Ex (2).

Stochastic Finite State Machine:

Q=572 ,@

Prepared by: PURUSHOTHAM P, SJIC INSTITUTE OF TECHNOLOGY, | 13
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0.3
0.7
0.4
o 6G 4= [Fn P12] B ll].ﬁ 04
] P21 P22l 107 03
Weather:
raining today s 407% rain tomorrow
. 60% no rain tomorrow
not raining today =) 20% rain tomorrow
. 80% no rain tomorrow

P11 P12]=l0.4 0.6
Por P2l 102 08
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Higher transition probabilities:
Let P be a n X n transition probability matrix of the Markov chain with the probabilities p;;, 1 <i,j <n,is

called changes from q; to the state a;, that is a; — a;.The probabilities that the system changes from q; to
the state a; in exists n steps is denoted by p(”)ij and the matrix formed by the probabilities p(”)l.jis called

the n - step transition matrix , denoted by P™ and initial probabilities are defined as,

p© = [p,@,,©@ p.© p,© 4 O]
p® = [p,®,p,®,p,®,p, . p, D]

p®@ = [P1(2).p2(2).p3(2),p4(2) ..... pn(Z)]

p™ = [Pl(n)lpz(n):P3(n)»p4(n) _____ pn(n)]

And p@W,p@ p® @ _ will be evaluated as
p(l) = p(O)P’ p(z) = p(l)P = p(O)PZ , p(3) = p(z)P = p(O)P3 _____ p(n) e p(n_l)P = p(O)Pn

0 1
1) Consider the t.p.m. of the P = ;[1/ 1 ] , hence find P2 , P3, also find p®take the initial
2 2

probability distribution the person rolled a die and decided that he will go by bus if the number
appeared on the face is divisible by 3.

Sol": Given,
_ t| O 1 =[ptt ptb]
b 1/2 1/2 Ptb - Pbp
. p2 [ 0 1 ] [ 0 1 ]
- = 1/2 1/2 . 1/2 1/2

1 1
= P2 = [ /2 /2] _ [p(z)tt p(Z)tb

1/4 3/4 p(Z)tb p(Z)bb
1, 1 1]
. p3 _p2 p_ 2 2
&~ P> =P« P = 1/4 3/4] [1/2 1/2
1 3 ;
— p3 — /4 /4 _ p(g)tt p(3)tb
3/ 5/ p(3) p(3)
8 38 th bb

p(Z)tb = % Means that the probability that the system changes from the state t — b in exactly 2
steps is %
p(3)bt = Z Means that the probability that the system changes from the state b — t in exactly 3

. 3
steps is -

Given, the probability distribution is evaluated from the person rolled a die and decided that he will

go by bus if the number appeared on the face is divisible by 3.

2

p(b):§=§,=>p(t)=1—p(b):1—§=§
1

p@ =[p®) p®]=[% 5|

.-.p(2)=p(0)p2=[§ %] 1/2 1/212[5 7]

1/4 3/4 12 12

S 1 3 M I
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~ The probability of travelling by train after 3 days =2—74

- The probabilty of travelling by bus after 3 days =27

1/2 1/2
3/4 1/4

2) The transition matrix P of a Markov chain is given by [

with initial probability

distributionp©® = [1/4 3/4]. Define and find the following i) p2; @ i) p12@® iii) p@® iv) p;@® v)

the vector p(®P™ approaches. Vi) The matrix approaches.

Sol™
1 1
Given transition matrix P = [3/2 1/2]
/4 /4
pr=pp=|/2 '2| /2
/4- /4 /4 /4
5 3
2|8 8| [pll(z) plz(z)]
9/16 7/16 p21? 2@

2w Py @D == p,@ =2
P21 16 ' P12 8

Given initial probability distribution is p(® = [1/4 3/4]

. (2 — 0 p2 — [1 3 5/8 3/8
=p@ =pOP2 =[], 3/,]. .

37 27
=>p<z)=[a =@ p,®]

Wp, (2 =37
e p1 ol

p® P Approaches the unique probability vector Q = [x Y] for which QP = Q

1 1
=[x ¥ [32 12]=[x vl

Therefore, the vector p(®) P* approaches the vector

Therefore, the vector P™ approaches the matrix

ulwu|w
—
NG N Tl w
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1/2 0 1/2
3) The t.p.m. of a Markov chain is givenby P=1| 1 0 0 | and the initial probability
Yy Yo Y
4 2 4

distribution is p© = (% % 0). Find p13® |, pa3s @, p@p,@.

Sol™
1/2 0 1/2
Given transition matrix of Markov chain P =1 1 0 0
Yy Yy Y/
4 2 4

And the initial probability distribution p® = (5 3 0)

o 40 1Y, o Y
0 01].11 0
1/4 1/2 1/4 1/4 1/2 1/4
3/8 1/4 3/8 p(2)11 p(2)12 p(2)13
= PZ —_— 1/2 0 1/2 — p(2)21 p(Z)ZZ p(2)23
lll/16 1/8 3/16J p(Z)31 I[,(Z)32 p(2)33

p(2)13 = 3/8'1’(2)23 = 1/2

~P2=PP=

3 s 35
1 1
p(2)=p(0)p2=(5 - 0). e o L

M/16 Mg 316!

1 7
ap® =[p,® p,@ p3(2)]— T 5 1
_.,p1(2)=E
0 2/3 1/3
4) Prove that the Markov chain whose t.p.mis P =|1/, 0 1/ fisirreducible. Find the
1/2 1/2 0
corresponding stationary probability vector.
Sol™
Given transition matrix of Markov chain
0 2/3 1/3
1/2 1/2 0
L 0 4 2
>P=-13 0 3]
330
0 4 2 0 4 2
= p? PP—303] [303]
330 330
=P2==i{9 21 ]
36
9 12 15

Since all the entries of P? are non- negative, thus the given t.p.m P is regular and hence the Markov
chain having t.p.m P is irreducible.
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Let the unique probability vector Q =[x ¥ Zz]forwhichQP =Q ,Vx+y+z=1

0 2/3 1/3
QP =[x ¥y Z] 1/2 0 1/2 =[x vy z
1/2 1/2 0
y .,z 2x z x Y| _
s3+: 545 i+i=0 v 4
N - Ty
2 2 3T T YT

>2x—y—z=04x—-6y+3z=02x+3y—6z=0
22x—y-(1-x—-y)=04x—-6y+3(1-x—y)=0
= 3x=1&x -9y =-3

11 10 10
SxX=33m =320 =y=3y=g
z=1l—-x—y=1-—+_10_38
Z= x—y= 3 27 27
1 10 87 . . . -
~Q[x ¥y Z]= [5 > ;] is the required stationary probability vector.

5) A student’s study habits are as follows. If he studies one night, he is 30% sure to study the next
night. On the other hand, if he does not study one night, he is 40% sure to study the next night.
Find the transition matrix for the chain of his study.

Sol": We have two possible states
a,= Studying a,=Not studying
Therefore, given that
p11 =Probability of studying on night, given that he has studied in the previous night=30%=0.3
p12 =Probability of not studying on night, given that he has studied the previous night=70%=0.7
p»1 =Probability of studying on night, given that he has not studied the previous night=40%=0.4
P22 =Probability of not studying on night, given that he has not studied the previous night=60%=0.6

P11 P12]=[0.3 0.7

Accordingly, the transition matrix of the chain of study is P = [p21 Dy 04 0.6

Let the unique probability vector Q = [x Y] for which QP = Q

Sl oA Y L

= [0.3x+ 0.4y 0.7x +0.6y] =[x VY]
= 03x+ 04y =x,0.7x + 0.6y =y
=07x—04y =0
=0.7x—-04(1-x)=0
=11x—-04=0

0.4 4 .
= =— = — = —_——
TaTu Y 11 11
4 7
~Q[x Y] = E E = [palpaz]

Thus, we conclude that in the long run the student will study % of the time or 36.36 % of the time.

6) A software engineer goes to his work-place every day by motor bike or by car. He never goes by a
bike on two consecutive days; but if he goes by car on a day then he is equally likely to go by car
or bike on the next day. Find the transition matrix for the chain of the mode of transport he uses.
If car is used on the first day of a week, find the probability that, (i) Bike is used, (ii) Car is used
on the fifth day.

Sol": Given the Markov chain of the mode of transport has the following two states:

a,= Using bike a,=Using car
And to find,
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p11 =Probability of using bike on a day, given that bike has been used on the previous day=0
(Because bike is not used on two consecutive days)
p12 =Probability of using car on a day, given that the bike has been used on the previous day=1
(Because it is certain that car is used on a day if bike is used on the previous day)
p21 =Probability of using bike on a day, given that car is used on the previous day= %2
(Because using car or bike on a day are equally likely if car is used on the previous day)

P22 =Probability of using car on a day, given that car is used on the previous day=1/2

" . . . P11 P12 0 1
Hence the transition matrix for the chain of the mode of transport is P = [ ] =|1 1.
P21 P22 > 3
-. The initial probability distribution vector of the mode of transport is given by p(® = [p,©® p,©@] =
[0 1]

- PZ=p.p =:[122 1}2]'[122 1}2]

- p2 — 1/2 1/2]
AT
— p4 — p2 p2 — 1/2 1/2] [1/2 1/2]
P p-.P [1/4 3/4 . 1/4 3/4
= p4 = [3/8 5/8 ]
116 ‘16
3 5
p(4) = p(o)p4 =[0 1]. [5//8 11;8 ]
16 16

11
=>p® =[p® p@®l=l= T

Therefore, on the fifth day the probability of using the bike is p, ) = % , the probability of

using the car is p,® = %

7) A man’s smoking habits are as follows. If he smokes filter cigarettes one week, he switches to non-
filter cigarettes the next week with the probability 0.2. On the other hand, if he smokes non filter
cigarettes one week there is a probability of 0.7that he will smoke non filter cigarettes the next
week as well. In the long run how often does he smoke filter cigarettes?

Sol™

Let A= Smoking filter cigarettes B= Smoking non filter cigarettes
Therefore, the associated transition probability matrix is as follows
p= [pAA pAB(l)] [0 8 0. 2
PBA 2 pBB(l) 0.3 0. 7
Let the unique probability vector Q = [x Y] for which QP = Q,Vx+y =1

R L

= [0.8x+ 03y 02x+0.7y]=[x VY]
= 08x+03y=x,02x+07y =y

= 02x—03y=002x—-03y=0
=02x—-03(1-x)=0
=02x+03x—-03=0

= 0.5x = 0.3
=033, 02 2
05 5 YT 05 5

2 Q= [ ] [Pa pB]

Thus, in the long run, he will smoke filter cigarettes E or 60% of the time.

(SMOKING IS INJURIOUS TO HEALTH, IT CAUSES CANCER AND TOBACCO CAUSES PAINFUL DEATH)
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8) Three boys A, B, C are throwing ball to each other. “A” always throws the ball to “B” and “B”
always throws ball to “C”. “C” is just as likely to throw the ball to “B” as to “A”. If, “C” was the
first person to throw the ball, find the probabilities that after three throws.

i) A has the ball
ii) B has the ball
iii) C has the ball

Sol":

Given three boys A, B, C are throwing a ball associated with the transition probability matrix of the
Markov chain as below,

Paa @ pAB(l) PAC 1 0
P = pBA( ) PBB @ PBc(l) 10 1
pea™ pCB( ) Pcc / 2 0
0
=>P2=P.P= 0 0 1 : 1
1/2 1/2 0 1/2 1/2 0
0 0 1
spz=|Yp Yy 0
0 1/2 1/2

0 0 1 0 1 0
ap3=prp=|Yp Yy 0fflo o 1
0 1/2 1/2 1/2 1/2 0
1/2 1/2 0
=p3=|o0 1/2 1/2
Yy Yy 15l

Initially if C has the ball, associated with the initial probability vector is given by p®@ =[0 0 1]

1/2 1/2 0

~p®=p@p3 =10 0 1]|| 0 1 2 1/2 — [1/4 1/2]
Y, /4 1/,

2p® =[p,® p® pPI=[l/y Yy Y5

Thus, after three throws, the probablllty that the ball is with A is p,® = %, with B is pz®) = % and
with Cis pc® =2

9) A gambler’s luck follows a pattern: if he wins a game, the probability of winning next game is 0.6.
However, he loses the game, the probability of losing the next game is 0.7. Thereis an even chance
of gambler winning the first game if so,

i) What is the probability of winning second game.
i) What is the probability of winning the third game.
iii) In the long run, how often he will win.

Sol™: Let W = Win the game L = Lose the game

The transition probability matrix is given,
_ [pww pwl] _ 06 04
Pw Pu 0.3 0.7
And we know that the probability of winning and losing have the equal priority.

- The initial probability vector p(® = [p,,©@ p,O] =[0.5 0.5]

oo (1)= (0) = 06 04
p® =p©@p =05 0.5].[03 0] =045 055]
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ap@ =pWp = 0.6 04]_
p® =p®WP =045 055].[5; o] =[0435 0565]

»p® = p@p =[0435 0.565].[0'6 0.4

03 0.7
i)~ p, @ = 0435 = 43.5%
i) ~ py® = 0.4305 = 43.05%
i) Let Q=[x y] be the probability vector for which x+y=1
~QP=¢Q

o A Bt

=206x+03y=x, 04x+0.7y =y
= 04x—-03y =0
=04x—-03(1—-x)=0
=204x—-03+03x=0

= 0.7x =0.3

=>x =

] =[04305 0.5605]

N|w

:>y=1—x:>y=1—;=>y=i

7
Q= [pw pl] = [% i]

7

10) A Salesman’s territory consists of three cities A, B, C. He never sells in the same city on
successive days. If he sells.in city A then the next day he sells in city B. If he sells in B or C then
the next day is twice as likely to sell in city A as than other cities. In long run, how often does he

sells in each of the city.
Sol":
Given a salesman can move to the cities A, B, C with the probabilities as below,

AalPaa® pas®  pac™® 20 9 10
P=B|psa® pps™ ppcP|= /3 0 /3
€)) 2 /3 1 /

¢ pCA(l) pCB(l) Pcc 3 0
LetQ =[x ¥ Z] be the probability vector for which x+y+z=1

~QP=0Q
0 1 0
2 1

~[x Yy Z]. /3 0 /3 =[x vy Z
2/3 1/3 0

2y | 2z z y] _
>[Z+5 x+f 3= v 2

Y _
3
=>3x—2y—2z=0, 3x—3y+z=0
=2>3x—-2y—-21-x—-y)=0, 3x—3y+(1—-x—-y)=0
=>3x—-2y—2+4+2x+2y=0, 3x—3y+1—-x—y=0
=>5x=2, 2x—4y=-1

2

5

2y 2z z
>5—4+—=x, xX+-= Z
3+3 ’ +3 Yo

>x =
=4 —9: =2
Y=57 YV %
2 9 3
5z=1-x—-y=>z=1--——=2z=—
5 20 20

co-p v A=f 3 4]

Thus, the salesman in the long run sells,
% incity A =40% , % incity B=45% 23—0 incity C = 15%
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11) Every year, aman trades his car for a new car. If he has a Maruthi, he trades it for an Ambassador.

If he has an Ambassador, he trades it for Santro. However if he had a Santro, he is just as likely
to trade it for a Maruthi or an Ambassador. In 2000 he bought his first car which was a Santro.
Find the probability that he has,

i) 2002 Santro

i) 2002 Maruthi

iiil) 2003 Ambassador

iv) 2003 Santro

Sol™
Given a man trades his car for a new car with the probabilities as below,
M pMM(l) pMA(l) PMs(l) m|[ 0 10

P=A pAM(l) pAA(l) pA51 1 1
Slpsu®  psa®  pgs® S /2 /2 0

Also given, he has bought his first car in 2000 was Santro.
» The initial probability vector p©@ = [p® " @] =[0 0 1]

o 1 ojfo 1 o [0 0 1
[2 2 of[M2 /2 O o 1 1
L Yy 15 0
spi=p2p=|/2 /2 O o0 l=to 1, 1
1/ 1 0
0 % /2 /7 b, 1, 1,
0 0 1
D
sp®@=p@P2=[0 0 1L.[/2 1;2 1; =Y Gl I8 7 FF5
0
2072
1/2 1/2 0
sp@=p@pPi=(0 0 11| 0 Y5 Yp|=[Yy Yy Yol=[P 09 087
Yy Yy Y/
/4 a7/

i) - The probability to have a Santro car in the year 2002, p$* = 1/, = 50%

ii) .. The probability to have a Maruthi car in the year 2002,p%) = 0 = 0%

iii) .~ The probability to have an Ambassador car in the year 2003,p£13) = 1/4 = 25%
iv) - The probability to have a Santro car in the year 2003,p§3) = 1/2 =50%
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Introduction:
Sampling is a statistical method of obtaining representative data (observations) from a group. We have

been using sampling concepts in our day to day lives knowingly or unknowingly; for instance we take a
handful of rice to check the rice quality of the full lot. This is an example of random sampling from a large

population.
Population (Universe):
The group of objects (individuals) under study
is called population or universe. Universe may be finite /\
or infinite.
Sample: @
A part containing objects(individuals), selected from \/ Sample

the population is called a sample. Population

Sample size:
The number of individuals in a sample is called a sample size. If the sample size n is less than or equal to 30, then

the sample is aid to be small, otherwise it is called a large sample.
Population and Sample

Population

Random Sampling:
The selection of objects (individuals) from the universe in such a way that each object (individual) of the
universe has the same chance of being selected is called random sampling. Lottery system is the most common
example of random sampling.
Every random sampling need not be simple. For example, if balls are drawn without replacement from
a bag of balls containing different balls; the probability of success changes in every trial. Thus, the sampling
though random is not simple.
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Simple Sampling:

Simple sampling is a special case of random sampling in which each event has same probability of
success or failure.

Hypothesis:
A hypothesis is an assumption based on insubstantial evidences that lends itself to further testing and

experimentation. For example a farmer claims significant increase in crop production after using a particular
fertilizer and after a season of experimenting, his hypothesis may be proved true or false. Any hypothesis may
be accepted or rejected as per specific confidence levels and must be admissible to refutation.

Null Hypothesis:
The null hypothesis is a general statement or default position that there is no relationship between two
measured phenomena or no association among groups.
Example: Given the test scores of two random samples, one of men and one of women, does one group differ from
the other? A possible null hypothesis is that the mean male score is the same as the mean female score:
Ho: p1 = p2
where
Ho = the null hypothesis,
w1 = the mean of population 1, and
12 = the mean of population 2.
A stronger null hypothesis is that the two samples are drawn from the same population, such that the
variances and shapes of the distributions are also equal.

Alternative Hypothesis:
It is the opposite statement of null hypothesis and denoted by Hy: 1, # w1,

Significance levels (a):

The significance level of an event (such as a statistical test) is the probability that the
event could have occurred by chance. If the level is quite low, that is, the probability of occurring by chance is
quite small, we say the event is significant.,

The level of significance is the measurement of the statistical significance. It defines whether the null
hypothesis is assumed to be accepted or rejected. It is expected to identify if the result is statistically significant
for the null hypothesis to be false or rejected.

a=5% a=1% a=027%
Example: A level of significance of p=0.05 means that there is a 95% probability that the results found in the

study are the result of a true relationship/difference between groups being compared. It also means that there
is a 5% chance that the results were found by chance alone and no true relationship exists between groups.

Standard Error:
The standard deviation of the sampling distribution of a statistic is Known as Standard Error (S.E.).

Precision:
Reciprocal of standard error is known as precision.

Confidence Limits:
In short, confidence limits show how accurate an estimation of the mean is or is likely to be. Confidence limits
are the lowest and the highest numbers at the end of a confidence interval.

Confidence Interval:

A confidence interval is a range around a measurement that conveys how precise the measurement is. A
confidence interval, in statistics, refers to the probability that a population parameter will fall between a set of
values for a certain proportion of times. Analysts often use confidence intervals that contain either 95% or 99% of
expected observations.

Critical Value:
A critical value is the value of the test statistic which defines the upper and lower bounds of a confidence interval,
or which defines the threshold of statistical significance in a statistical test.
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Level of Significance
Types of test 1% 5% 10%
Two tailed test 2.58 1.96 1.645
One tailed test 2.33 1.645 1.28

Critical Region:

A critical region, also known as the rejection region, is a set of values for the test statistic for which the null
hypothesis is rejected. i.e. if the observed test statistic is in the critical region then we reject the null hypothesis and
accept the alternative hypothesis.

Type | and Type Il Errors:

When we test a statistic at specified confidence level, there are chances of taking wrong decisions due to
small sample size or sampling fluctuations etc.

Type | error is the incorrect rejection of a true null hypothesis, i.e. we rejectfl,, when itis true, whereas
Type Il error isthe incorrect acceptance of afalse null hypothesis, i.e. we accept H, when it is false.

One Tailed and Two Tailed Tests:

While testing statistical significance levels; one- tailed test and a two-tailed test are used for accepting or
rejecting a hypothesis. One- tailed tests are used for asymmetric distributions (reference value is unidirectional)
whichhave a single tail; such as the chi-square distribution.

A two-tailed test is appropriate if the estimated value may lie on both sides of reference value. Two-
tailed tests are only applicable when the probability curve has two tails; such as normal distribution.

Test of hypothesis:
Let x be the observed number of successes in a sample size of n and u = np be the expected number of successes .Then

the standard normal variate Zis defined as
=

B g \Vnpq

Test of hypothesis for means:
Let u, , u, be the means, a;, o, be the standard deviations of two populations and %, x, are the
means of the samples, then

Z = % If the samples are drawn from the same population, then o; = g, = o we have
012 022

ny ng

PROBLEMS
1) A coin is tossed 1000 times and head turns up 540 times. Decide on the hypothesis that the
coin is unbiased at 1 % level of significance.
Sol.

Let us suppose that the coin is unbiased.
and let p= the probability of getting a head in one toss=1/2=0.5
Since p+g=1, g=1-p=1/2=0.5
Expected number of heads in 1000 tosses=np=1000x0.5=500 , npg=250
=~ The difference is x — u =540-500=40

~ Consider z=2E=-XTP

0 a Vnpq
=>Z:\/.ﬁ=253<258

1% level of significance = 99% confidence level.
Therefore accept the hypothesis that the coin is unbiased.

2) A coin is tossed 400 times and turns up head 216 times. Test the hypothesis that the coin is unbiased
at 5%level of significance.
Sol.
Let us suppose that the coin is unbiased.
and let p= the probability of getting a head in one toss=1/2=0.5
Since p+g=1, g=1-p=1/2=0.5
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Expected number of heads in 400 tosses=np=400x0.5=200 , npg=100
=~ The difference is x — u =216-200=16

. i _Xu_ x—np
- ConS|d1e6r 16Z == N
:>Z=m.=ﬁ= 1.6 < 1.96

Critical value of z at alpha = 0.05 is 1.96
Therefore accept the hypothesis that the coin is unbiased at the 5% level of significance.

3) A coin was tossed 1600 times and the tailed turned up 864 times. Test the hypothesis that the
Coin is unbiased at 1% level of significance.
Sol.
Let us suppose that the coin is unbiased .
and let p= the probability of getting a tail in one toss=1/2=0.5
Since p+g=1, g=1-p=1/2=0.5
Expected number of tailed in 1600 tosses=np=1600x0.5=800, npg=400
=~ The difference is x — u =864-800=64

~ Consider z=2E=2XTP

64 g vnpq

1% level of significance = 99% confidence level.
Therefore accept the hypothesis that the coin is biased.

4) In 324 throws of a six faced 'die' , an odd number turned up 181 times. Is it possible to think
that the 'die" is an unbiased one?
Sol.

Let us suppose that the die is unbiased.
and let p= the probability of the turn up of an odd number is=3/6=1/2=0.5
Since p+g=1, g=1-p=1/2=0.5
Expected number of successes=np=324x0.5=162, npg=81
=~ The difference is x — u =181-162=19

. ; S | il
- Consuie)r 192 . Jipa

Thus we can that the die is unbiased

5) A die is thrown 9000 times and a throw of 3 or 4 was observed 3240 times. Show that the die
Can not be regarded as an unbiased one.
Sol.
The probability of getting 3 or 4 in a single through is p = 2/6 = 1/3
1 2
Andq=1—p=1—§=§
-~ Expected number of success = é X 9000 = 3000
=~ The difference =3240-3000=240
7 = xX—np
Vnpq
(3240)—(9000x§)

Consider = Z =
9000x§x§

240
>7=
200

=7 =537
Since Z=5.37>2.58,
We conclude that the die is biased.

:

Test of significance for proportion:

Test of significance of single proportion:
To test the significant difference between the sample proportion p and the population proportion P,
we use the statistic.
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n

The formulated Null and Alternative hypothesis is , Hy; P = a specified value , H;: P # a specified value

Test of significance of Difference between two sample proportions:
To test the significance of the difference between the samples proportions, the test statistic under the null

hypothesis H, that there is no significance difference between the two sample proportions,

- n +n X1+x
P2 Wherep = “PA7202 op = ——= and P+Q=1,
2

We have Z ==
1 1 n{+n n
pQ(_1+_2 1 2 1

Here p,andp,are the sample proportions in respect of an attribute corresponding to two large samples of size

n,andn, drawn from the two populations.

PROBLEMS
1. A coin is tossed 400 times and it turns up head 216 times. Discuss whether the coin may be regarded as unbiased one.

Sol.
Set the null hypothesis Hy; P = %

Set the Alternative hypothesis H;: P # %

The level of significance @ = 0.05 (5%)
= The test statistic Z = % , where P+Q=1 => Q=1-P
Given, the coin is tossed and it turns up in the equal proportion
1
P=-=Q=1-P
1 1 1
= = —_——_—= =
¢ 2 2

And the coin turns up head 216 times when it tossed n = 400times
216
~054-05

0.5x 0.5
\/ 400

_0.04

~ V/0.000625

At 5% level, the tabulated value of Z,is 1.96

Since |Z] = 1.6 < 1.96
Hence, the null hypothesis is accepted at 5% level of significance and the coin may be regarded as unbiased.

2. Inacity of sample of 500 people, 280 are tea drinkers and the rest are coffee drinkers. Can we assume that both coffee

and tea are equally popular in this city at 5% Los.

Sol.
Set the null hypothesis Hy; P = % ( Both coffee and tea drinkers are equally popular)

Set the Alternative hypothesis H,: P # %

The level of significance @ = 0.05 (5%)

= The test statistic = % , where P+Q=1 => Q=1-P

1
P=—=>Q=1-P
5=0

N | =

=>Q=1—%=
P = 2%~ 0.56, where n = 500
500

Page |5
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7= 0.56 — 0.5

/0.5 x 0.5
500

0.06
=Z= \/0.0005 2.68

At 5% level, the tabulated value of Z,is 1.96
Since |Z] = 2.68 > 1.96
Hence, the null hypothesis is rejected at 5% level of significance and both the drinkers are not popular.

3. A manufacturing company claims that at least 95% of its products supplied confirm to the specifications out of a
sample of 200 products, 18 are defective. Test the claim at 5% Los.
Sol.
Set the null hypothesis Hy; P = 95% = 0.95
Set the Alternative hypothesis H;: P # 0.95
The level of significance a = 0.05 (5%)

- The test statistic Z = % , where P+Q=1 => Q=1-P

Given,
P=95%=095=>Q0=1-P

= Q=1-0.95=0.05
Found 18 products are defective out of 200 sample products

-~ The total defective less products( Non defective)=200-18=182

p=a2 091
..p—m— .
0.91 - 0.95

’0.95 x 0.05
200

0.04
=7=————"=-25955
v0.0002375

At 5% level, the tabulated value of Z,is 1.96
Since |Z]| = 2.5955 > 1.96
Hence, the null hypothesis is rejected at 5% level of significance

4. If a sample of 300 units of a manufactured product 65 units were found to be defective and in another sample of 200
units, there were 35 defectives. Is there significant difference in the proportion of defectives in the samples at 5%
Los.

Sol.
Set the null hypothesis Hy; P; = P,
Set the Alternative hypothesis Hy: P; # P,
The level of significance @ = 0.05 (5%)
Given
n, = 300,n, = 200
The sample of 300 units of a manufactured product 65 units were found to be defective

. = 65 _
5Py == 0.2166 = 0.22

The sample of 200 units of a manufactured product 35 units were found to be defective
35
W p, =—=0.1750

200
X1+Xx
We know that P = =2
Tl1+712
65435
_130%o+200
>P=—
500
=>P=0.2

>QQ=1-P=1-02=0.8

Prepared by: PURUSHOTHAM P, SJIC INSTITUTE OF TECHNOLOGY and TAKEITEASY ENGINEERS Page |6




Inspire before you expire..., TIE- Notes and Resources BCS301

. Z — p1_1p2 -
PQ(n—1+E)
N 0.22—0.11750 1
\/(O.ZXO.B)(m+m))
7= 0.045
/(0.16)(0.00833)
oy 7 = 0045
~ J/0.001328
0.045
>7 =
0.03644
=7 =1.233

At 5% level, the tabulated value of Z,is 1.96
Since |Z| = 1.233 < 1.96
Hence, the null hypothesis is accepted at 5% level of significance

5. In a large city A, 20% of a random sample of 900 school boys had a slight physical defect. In another large city B,
18.5% of a random sample of 1600 school boys had the same defect. Is the difference between the proportions
significant?

Sol.
Set the null hypothesis Hy; P, = P,
Set the Alternative hypothesis Hy: P; # P,
The level of significance @ = 0.05 (5%)
Given
ny = 900,n, = 1600
x; = 20%o0f random sample of 900=0.2x900=180
x, = 18.5%0f random sample of 1600=0.185x1600=296

20 18.5
wpp=20%=-—=02,p, =185% =—=0.185

100 100
We know that P = 215*2
ni+n,
180+ 296
~ 900 + 1600
. 476
~ 2500
=>P=0.1904=0Q0=1-P=1-0.1904 = 0.8096
P1— D2
50 Z = ﬁ
PQ (n—1 + n_z)
0.2 —0.185
=7 =
(0.1904 x 0.8096) (ﬁ + ﬁ))
- 0.015
/(0.1541)(0.00173)
D 0.015
1/0.00026
0.015
>7=—"—
0.01612
= Z = 0.9305

At 5% level, the tabulated value of Zis 1.96
Since |Z] = 0.9305 < 1.96
Hence, the null hypothesis H,, is accepted at 5% level of significance and hence there is no significant difference.

6. Before an increase in excise duty on tea, 800 persons out of a sample of 1000 persons were found to be tea drinkers.
After an increase is excise duty. 800 people were tea drinkers in a sample of 1200 people. Test whether there is a
significant decrease in the consumption of tea after the increase in excise duty at 5% Los.

Sol.
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Set the null hypothesis Hy; P, = P,
Set the Alternative hypothesis Hy: P; # P,
The level of significance @ = 0.05 (5%)

Given
n, = 1000,n, = 1200 & x; = 800,x, = 800
= 200 =0.8,p, = 0 = 0.6670
+"p1"1000'_ SP2 =000 "
We know that P = X27%2
n1+n2
- 800 + 800
~ 1000 + 1200
p 1600
>P=——
2200
>P=07272=20Q0=1-P=1-0.7272 =0.2728
P1— P2
o Z = ﬁ
PQGZ+ﬁﬁ
0.8 — 0.6670
>7=
'J<07272><02728)(Tﬁ%5-+15%5)>
B 0.133
,/(0.1983)(0.00183)
, 0.133
>7=—-
1/0.00036
- 0.133
~0.0189
= 7 =7.037

At 5% level, the tabulated value of Za is 1.645.
Since |Z| = 7.037 > 1.645
Hence Null Hypothesis Hj, is rejected at 5% level of significance.
There is a significance decrease in the consumption of tea due to increase in excise duty.

7. In a sample of 600 men from a certain city, 450 are found smokers. In another sample of 900 men from another city,
450 are smokers. Do the indicate that the cities are significantly different with respect to the habit of smoking among
men. Test at 5% significance level.

(Warning: Smoking is injurious to health, causes cancer, Tabaco causes painful death)
Sol.

Set the null hypothesis Hy; P; = P,
Set the Alternative hypothesis Hy: P; # P,
The level of significance @ = 0.05 (5%)
Given

n; = 600,n, =900 & x; = 450,x, = 450

450 450
P1 = % = 075,p2 = % =0.5
We know that P = 22
ni{+n,
_ 450+450

>P=06>Q=1-P=1-06=04

>7=

J(o.exo.4)(ﬁ+ﬁ))

0.25

/(0.24)(0.00277)

0.25
v0.0006648
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0.25

0.02578
=7 =9.69

At 5% level, the tabulated value of Za is 1.645.
Since |Z| = 9.69 > 1.645
Hence Null Hypothesis H is rejected at 5% level of significance.

8. One type of air craft is found to develop engine trouble in 5 flights out of a total of 100 and another type in 7 flights
out of a total of 200 flights. Is there a significance difference in the two types of air craft’s so far as engine defects
are concerned? Test at 5% significance level.

Sol.
Set the null hypothesis Hy; P, = P,
Set the Alternative hypothesis Hy: P; # P,
The level of significance @ = 0.05 (5%)
Given
n, = 100 n, =200 &x; =5x,=7
Py =2==005p, = =035
We know that P = m
ni{tn,
5+7

=P =
1004200

300
P=004=>0QQ=1—-P=1-0.04 =096
oG = P1—D2
1 1
PQ(n—1+E)
0.05-0.35

\/ (0 04x0.96) (MJ'E))

0.3
- A ~ /(0.384)(0.015)

0.3
v0.00576
0.3

= A= —
0.07589

= 7Z = —3.953
At 5% level, the tabulated value of Za. is 1.645.
Since |Z| = 3.953 > 1.645
Hence Null Hypothesis H is rejected at 5% level of significance.

=>7 =

= 7 ==

9. A machine produced 16 defective articles in a batch of 500. After overhauling it produced 3 defectives in a batch of
100. Has the machine improved?
Sol.
Set the null hypothesis Hy; P, = P,

Set the Alternative hypothesis Hy: P; #+ P,
The level of significance @ = 0.01 (1%)
Given
n, =500,n, =100 & x; = 16,x2 =3

p1 == 0.032,p, = — =003

+
We know that P = 22222
ni{+tn,
16+3
=>P=
500+100
19

>P=—
600

=>P=003166=>Q=1—P=1-0.03166 = 0.96834
. _ P1— P2
L=

PQ(n—1+E)
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0.032-0.03
=7 =
(0.03166x0.96834)($+ﬁ))
0.002
= Z =
(0.03065)(0.012)
oz —_ 0002
~ J/0.0003678
0.002
>7=
0.01917

At 1% level, the tabulated value of Za. is 1.96.

Since |Z] = 0.1047 <1.96

Hence Null Hypothesis Hy is accepted at 1% level of significance
~the machine is not improved after overhauling.

10. A machine produced 25 defective articles in a batch of 400. After over hauling it produced 15 defectives in a batch
of 200. Test at 1% level of significance whether there is a reduction of defective articles after overhauling.
Sol.
The null hypothesis Hy; P, = P,

Set the Alternative hypothesis Hy: P; # P,

The level of significance a = 0.01 (1%)

Given

n,; = 400,n, = 200 & x; = 25,x, = 15

25 15
P1 = 200 00625,p2 =200 0.075
We know that P = 21*2
ni+n,
25+15
=P= 4004200
_
~ 600
=>P=00666Q=1—P=1-0.0666=0.9334
N7 = P1—D2
PQ(%+%)
S7— 0.0625-0.075
J(0.0666x0.9334)(ﬁ+$))
NP 0.0125
~ J(0.0621)(0.0075)
o g _ o015
~ /0.00046
L g = 00125
T 0.0214
= 7 = —-0.5841

At 1% level, the tabulated value of Za. is 1.96.
Since |Z| = 0.5841 <1.96
Hence Null Hypothesis H is accepted at 1% level of significance

11. In an examination given to students at a large number of different schools the mean grade was 74.5 and S.D grade
was 8. At one particular school where 200 students took the examination the mean grade was 75.9. Discuss the
significance of this result at both 5% and 1% level of significance.

Sol.

The level of significance @ = 0.05 (5%) = Z; o5 =1.96

The level of significance @ = 0.01 (1%) = Z; ¢;=1.64

Given
n =200
c=28
u = 74.5andx = 75.9

We calculate Z through Test Statistic,
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x—pu
Z = a/
Vn
75.9 — 74.5
>/=——
8/ s
200
7= 1.4
= = 8/—
14.1421
1.4 x 14.1421
=>7= — 5
=7 =2.4748
i) Thus At 5% level, the tabulated value of Za 1s 1.645.

Since |Z| =2.4748 > 1.96

Hence Null Hypothesis H is rejected at 5% level of significance.
ii) Thus At 1% level, the tabulated value of Za. is 1.645.
Since |Z| = 2.4748 > 1.645

Hence Null Hypothesis H is rejected at 1% level of significance.

12. Intelligent tests were given to the two groups of boys and girls,
Mean | S.D | Size
Girls | 75 8 60
Boys | 73 10 | 100
Find out if the two mean significantly differ at 5% level of significance.

Sol™:
Set The null hypothesis Hy; P; = P,

Set the Alternative hypothesis Hy: P; # P,
where, P1 refers the girls and P2 refers the boys
Given, the means, S.D’s & sizes of both the groups of girls and boys are as follows,

x_1:75, 5273 5 O-1=8 ) O-2=10 ,Tl1=60 ) n2=100

_ (Kp—xy) _ (73275 2
WKT, Z = oo = o = — == ~1.389%8.
ny  ny 60 ' 100

Thus At 5% level, the tabulated value of Za. is 1.96.
Since |Z| = 1.3898 < 1.96

Hence, the null hypothesis is accepted at 5% level of significance, i.e., there is no significant difference.

KKK
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Statistics: Any function of the sample values is known as a statistics.
Eg: Sample mean, Sample median, Sample variance etc. are all statistics.

Sampling Distribution: A sampling distribution is a distribution of a statistic over all possible
samples. That is sampling distribution is the probability distribution of the statistics.

Sampling Variables: Variables sampling is the process used to predict the value of a specific
variable within a population. For example, a limited sample size can be used to compute the average
accounts receivable balance, as well as a statistical derivation of the plus or minus range of the total
receivables value that is under review.

The Central Limit Theorem: Suppose that a sample of size n is selected from a population that
has mean u and the standard deviation o, then Let x;, x5, X3, X4....... , X, be the n observations, they
are independent and identically distributed with mean X = x1+x2+z3+ """ n — % n _ x;, the central
limit theorem states that the sample mean x follows approximately the normal distribution with
mean uand standard deviation \% (iis also called Standard error) , i.e. Xx~N (u, \%) , Where u , oare

mean and standard deviation of the population from where the sample was selected and the sample
size becomes large (n = 30).

Degrees of freedom: Degrees of freedom refer to the maximum number of logically independent
values, which may vary in a data sample. Degrees of freedom are calculated by subtracting one
from the number of items within the data sample (n -1).

Description Population notation Sample Notation
Size N n
Mean U 1w
X = —Z X;
n .
i=1
Variance o? o2 = 1 Z(x
n—1
— 56)2
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Standard deviation o s

_ 1 Z N2
= |71 (x —x)
Confidence Intervals:

Suppose we want to estimate an actual population meanu. As you know, we can only obtainx, the
mean of a sample randomly selected from the population of interest. We can use x to find a range of
values:

Lower value<population meanu <Upper value
That we can be really confident contains the population meanu. The range of values is called a
"confidence interval."

X—pu
Z=—
O'/\/ﬁ
Confidence interval C.I.== Mean + Z(Standard Deviation/./SampleSize = u + Z\% orX =
g
ut Z\/—ﬁ
Confidence 99% 98% 95% 90% 50%
Level
Z 2.58 2.33 1.96 1.645 0.6745
PROBLEMS

1. State Central limit theorem. Use the theorem to evaluate P[50 < X < 56] where X represents
the mean of a random sample of size 100 from an infinite population with mean u = 53 and
variance a2 = 400.

Sol.

The central limit theorem states that the sample mean x follows approximately the normal

distribution with mean pand standard deviation \% (‘is also called Standard error), i.e., x~N (u, %)
, Where u , oare mean and standard deviation of the population from where the sample.
Given,

Sample size n=100
Mean of the population u =53

Variance of the population 6% = 400 = o = V400 = 20
_ o
(s )

"Vn
= X~N (53,\/%)

= X~N(53,2)
= we know that Z = £

o
X-53

=7 =5, =
/\io

=7 = X—253

AAtX=502 7 =222 _3-_15=4
] 2oy o2 o 215 0 1S -
AtX=56=2 =" 22221524

~ P(50 <X <56) =P(—15<z<15)
=2P(0 <z < 1.5)
= 24(1.5)
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= 2%x0.4332
~ P(50 < X < 56) = 0.8664

2. An unknown distribution has a mean of 90 and a standard deviation of 15. Samples of size n
= 25 are drawn randomly from the population. Find the probability that the sample mean is
between 85 and 92.

Sol.

Given,

Sample size n=25

Mean of the population u =90
Variance of the population = ¢ = 15

(s )

— 15
= X~N (_90, Fs)
= X~N(90,3)
~ we know that Z = 2=

o
~/m
S 7=

Shaded area represents probability
V25 P(85 <X <92)

X-90

>7Z=—

3
B - =166

3
9290 _ 2 _ g6 ' :

1
3 85 90 92

SAtX=85=z=
SAtX =922 2=

|

~P(85< X <92) =P(—1.66 < z < 0.66)

= P(—1.66 < z < 0.66) = P(0 < z < 1.66) + P(0 < z < 0.66)
= 0.4515 + 0.2454

= P(—1.66 < z < 0.66) = 0.6965

3. A random sample of size 64 is taken from an infinite population having mean 112 and
variance 144. Using central limit theorem, find the probability of getting the sample mean
X greater than 114.5.
Sol.
Given,
Sample size n=64
Mean of the population u = 112
Variance of the population = 0% = 144 = ¢ = 12

X N( g ) Shaded area |
~ , = is probabiliy
‘u .\/ﬁ ;f?)r(e;illl)s probabil i
— 12
= X~N (112,5) i
= X~N(90,1.5) I
o |
-~ we know that Z = f—” :
- hm i
X-112 !
=7 = =
yex
o7 = X-112
1.5

ZAtX =1145 = 2z = ”“f’% = 1.66
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P(X > 114.5) = P(z > 1.66)
= P(z > 1.66) = 0.5 — P(0 < z < 1.66)
= 0.5 -0.4515
= P(z > 1.66) = 0.0489

4. Let Xdenote the mean of a random sample of size 100 from a distribution, that is y2(50).
Compute an approximate value of P(49<X<51).
Sol.
The sample size n is=100
The chi-square distribution is given as ,X~ y2(50) , where d.f.=50
The mean and variance of chi-square distribution is given as, 4 =50
Therefore > 62 =2 X d.f.=2%x50=100= 0 = 10
The sample mean of chi-square distribution follows normal distribution with mean and
standard error 1n

N
. _~ i Standard normal distribution (= 0. o2= 1).
@ X~N (u, ﬁ)
= 10
= ){NN (50, \/ﬁ)
= X~N(50,1)_
- we know that Z = 2%
/\/ﬁ <400 300 -200 -1.00 00,00 1.00 2.00 3.00 4.00
SARB0 Z =22l =z -
AtX=5l=Z="""=-=1=gz
~P(A9<X<51)=P(-1<z<1)
=2P(0<z<1)
=A(1)
=2 x0.3416

=~ P(50 < X <56) = 0.6826
5. An electrical firm manufactures light bulbs that have a length of life that is approximately
normally distribute with mean 800 hours and a standard deviation of 40 hours. Find the
probability that a random sample of 16 bulbs will have an average life of less than 775
hours.
Sol.
Total number of bulbs n=16
An average life of bulbs x = 800
Standard deviation of the bulbs = ¢ = 40

— o
X~ (1)
= 40
= ){"'N (800 , \/?6) two-tailed p-value
> X~N(800,1_0) )
» We know that Z = 2 = 22522
/ 10
CALX=T5 7 =0 __2_ 55
10 10

~ P(X <775) = P(z < —2.5)
= P(z< —25)=P(z>2.5)
=2 P(z<—-25)=05-P(0<z<?2)5)
= P(z < —=2.5)=0.5—-A4(2.5)
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= P(z < —2.5) = 0.5 — 0.4938
= P(z < —2.5) = 0.0062

6. The heights of a random sample of 50 college students showed a mean of 174.5 centimeters

and a standard deviation of 6.9 centimeters. Construct a 99% confidence interval for the
mean height of all college students.

Sol.

Given the sample size n=50

Average height of Students (Mean) u = 174.5¢c.m.

Standard deviation of the Students ¢ = 6.9¢c.m.

We know that, Confidence level of 99%, the corresponding z value is 2.576. This is
determined from the normal distribution table.

Confidence interval C.I1.== Mean + Z(S tand ardDeviation/./SampleSize = u + Z\/%

. C.1.= 1745+ (2576 x =)

= C.1.=174.5 + (2.576 x 0.9758)
= (C.1.=174.5 + 2.5136
The lower end of the confidence interval is = 174.5 — 2.5136 = 171.9864
The upper end of the confidence interval is = 174.5 + 2.5136 = 177.0136
Therefore, with 99% confidence interval, the mean height of all college students is

between 171.9864 centimeters and 177.0136 centimeters.

7. The mean and SD of the diameters of a sample of 250 rivet heads manufactured by a

company are 7.2642 mm and 0.0058 mm respectively. Find,
a) 99% b) 98% c) 95% d) 90% e) 50%
Confidence limits for the mean diameter of all the rivet heads manufactured by the

company.
Sol.

Given the sample size n=250

Mean of a diameter u = 7.2642mm.

Standard deviation of the diameter o = 0.0058mm
We know that,

Confidence 99% 98% 95% 90% 50%
Level
Z 2.58 2.33 1.96 1.645 0.6745
Confidence interval C.I.= Mean + Z(Stand ardDeviation/\/SampleSize =ut Z%
Confidence Cl=p+ ad Final C.I. Interval
Level n
99% 72642 + <2.58 7.2642 1+ 0.00094 (7.26326 , 7.26514)
0.0058)
X
250
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98% 72642 + (2_33 7.2642 + 0.00086 (7.26334 , 7.26504)
0.0058
250 )
95% 72642 + (1.96 7.2642 + 0.00073 (7.26347 , 7.26493)
0.0058
250 )
90% 72642 + (1.645 7.2642 + 0.00061 (7.26359 , 7.26481)
0.0058)
X
250
50% 72642 + <0.6745 7.2642 + 0.00025 (7.26395 , 7.26445)
0.0058
S )

8. A random sample of size 25 from a normal distribution (o ?= 4) yields, sample mean X = 78.3.
Obtain a 99% confidence interval for u.

Sol.
Given the sample size n=25
Mean of sample X = 78.3
Standard deviation o = 2
We know, Confidence level of 99%, the corresponding z value is 2.58. This is determined
from the normal distribution table.
Confidence interval C.I.= u = Mean + Z(S tan d ardDeviation/./SampleSize = X +
g
L

+C.L=p=7831(258x

= u =783+ 1.032
= C.I > (78.3 — 1.032,78.3 + 1.032) = (77.268,79.332)

=)

9. Let the observed value of the mean Xof a random sample of size 20 from a normal
distribution with mean u and variance o 2 = 80 be 81.2. Find a 90% and 95% confidence
intervals for u.

Sol.

Given the sample size n=20

Mean of sample X = 81.2

Variance ¢2 = 80 = ¢ = /80 = 8.9442

We know, Confidence level of 95%, 90% the corresponding z values are 1.96 , 1.645. This is
determined from the normal distribution table.

Confidence interval C.I.= u = Mean + Z(S tand ardDeviation//SampleSize = X + Z%
For 95%:
2 Cl=u=812+ (1.96 x

= u=812+392
= C.] = (81.2 —3.92,81.2 + 3.92) = (77.28,85.12)
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For 90%:
#C.L=p=8124+(1.645x

= u=281.243.29
= C.I = (81.2 — 3.29,81.2 + 3.29) = (77.91,84.49)

8.9442)
V20

10. Suppose that 10, 12, 16, 19 is a sample taken from a normal population with variance 6.25.
Find at 95% confidence interval for the population mean.
Sol.
Given samples are 10, 12, 16 and 19
Therefore, sample size n=4
Mean X=14.25
Variance 02 = 6.25 =2 0 = V/6.25 = 2.5
We know, Confidence level of 95%, the corresponding z value is 1.96, This is determined
from the normal distribution table.

Confidence interval C.I.= u = Mean + Z(S tan d ardDeviation//SampleSize = X + Zin

=
~C.l.=pu=1425+ (1-96 X 2_\/;)

= u=14.25+ 245
= C.] = (14.25 — 2.45,14.25 + 2.45) = (11.80,16.70)

SAMPLING DISTRIBUTIONS

Student's t -distribution:

Let ube the mean of population, x = % . x; bethe meanand s = \/ﬁ (= %)% be

the standard deviation of a sample, then the Student's t -distribution is defined as
X—u X—u
I s
Another formula for t - test of two samples is

(X2—%1)

t= 11
S |[—+—
ny ny

2 _ mo1’+np0,° _ 1 Mo 22 Y2 22
where, s° = 12 Ors_\/nl_l_nz_z[zi:l(xl )2+ 220 xZ)]

Chi-square distribution:
Let 0;(i = 1,2,3...n) and E;(i = 1,2,3...n) be the set of observed frequencies and expected
frequencies respectively, then the Chi-square distribution is defined as

2 _ (01—-E1)? + (02—E3)? + (03—E3)? o + (On—Ep)?
E1 E2 E3 En
)2
. Xz — ?=1 (0;—Ey)

E;

F-Distribution:

The F-distribution is useful in hypothesis testing. Hypothesis testing is used by scientists to
statistically compare data from two or more populations. The F-distribution is needed to determine
whether the F-value for a study indicates any statistically significant differences between two
populations.
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F-test is to determine whether the two independent estimates of population variance differ

2
significantly. In this case, F-ratiois: F = % where g2 = %Z(x — u)?or
2

_s12/042

$22/052 "
where ¢;=Standard deviation of population-1
o, =Standard deviation of population-2
s,;=Standard deviation of sample-1
s,=Standard deviation of sample-2
To find out whether the two samples drawn from the normal population have the same

variance. In this case, F-ratio is,
512 1 _ 1 _
F =25 Wheres;® = — 3 (x - 05" = — X —)°
It should be noted that numerator is always greater than the denominator in F-ratio

Larger Variance

" Smaller Variance ) )
n, = d.f for sample having larger variance

n, = d.f for sample having smaller variance
Expected value of F:
2
Fp = zz—zfollows F- distribution withv, =n, — 1, v, =n, — 1 d.f.
1
11. A certain stimulus administered to each of the 12 patients resulted in the following change
in the blood pressure 5,2,8,-1,3,0,6,-2,1,5,0,4. Can it be concluded that the stimulus will
increase the blood pressure? (Note: toos for 11 d.f. is 2.201).
Sol.
Given the change in blood pressure
x:5,2,8,-1,3,0,6,-2,1,5,0,4
“x = %Zx =3 = 25833

12
Variance, s* = ﬁZ(x —x)?
=>s?=
1 {(5 —2.58)? + (2 —2.58)? + (8 —2.58)? + (-1 — 2.58)? + (0 — 2.58)%? + (6 — 2.58)2}
+(—2—2.58)* + (1 — 2.58)* + (5 — 2.58)? + (0 — 2.58)% + (4 — 2.58)*
= s2=19.538 = s = 3.088
Let us suppose that the stimulus administration is not accompanied with increase in blood
pressure, we can take u = 0

11

we have,
_ X-u
==
n
2.5833-0
= t (3.088)
Viz

=t =2.8979 = 29 > 2.201
Hence the hypothesis is rejected at 5%level of significance. We conclude with 95%
Confidence that the stimulus in general is accompanied with increase of blood pressure.

12. A random sample of 10 boys had the following 1.Q: 70, 120, 110, 101, 88, 83, 95, 98, 107,
100. Does this data support the assumption of a population mean 1.Q. of 100 at 5% level of
Significance? (Note:t, o5 =2.262 for 9 d.f.).

Sol.
Given the 1.Q. of 10 boys
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x: 70, 120, 110,101,88,83,95,98,107,100
X = —2 2 =972

Variance, s? = EZ(’C — %)?

> 52 = ~x 1833.6

= s2 = 203.73333

= s = 14.2735
Given the mean of population u = 100
We have,
t =55E
=
97.2—-100
= t - (14-2735)
St =—2 ~ —0.6203 < 2.262

4.5136

13. Ten individuals are chosen at random from a population and their heights in inches are
found to be 63, 63,66,67,68,69,70,70,71,71 . Test the hypothesis that the mean height of the
universe is 66inches (tq o5 =2.262 for 9 d.f.).

Sol.

Given the heights of the population in inches
x: 63, 63,66,67,68,69,70,70,71,71

. =SSN ==— =675
Variance, s? = EZ(x — %)?
=>s?=
1((63 — 67.8)% + (63 — 67.8)% + (66 — 67.8)? + (67 — 67.8) + (68 — 67.8) + (69 — 67.8)?
5{+(70 — 67.8)2 4 (70 — 67.8)2 + (71 — 67.8)% + (71 — 67.8)? }
= 52 =9.067 = s = 3.011

And given the mean of population u = 66

- (3.011)
V1o
We have = t = 1.8979 = 1.89 > 2.262
Thus, the hypothesis is accepted at 5% level of significance.

14. The nine items of a sample have the following values: 45, 47, 50, 52, 48, 47, 49, 53, 51. Does
the mean of these differ significantly from the assumed mean of 47.5 at 5% significance
level?

Sol.

Given sample values: 45, 47, 50, 52, 48, 47, 49, 53, 51
Therefore, sample size n=9

Population Mean u = 47.50

~Sample mean x = %Z X = ﬁ = 49.11
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Variance, s2 = — ¥ (x — )2
1

n—

= 5% =
1 ((45 — 49.11)2 + (47 — 49.11)% + (50 — 49.11)2 + (52 — 49.11)% + (48 — 49.11)?
_{ +(47 — 49.11)% + (49 — 49.11) + (53 — 49.11)2 + (51 — 49.11)? }
> 52 =22 = 68625 = 5 = V6.8625 = 2.6196
~Thee Null hypothesis Hy: u = 47.5

8

t =22F
e
49.11-47.5
=t= 2.6196
(% /@)
1.61
= =
0.8732
=t =1.8437

=~ Level of significance =5%

Critical value at 5 % level of significance for v=9-1=8 degrees of freedom is 2.3060.
Since the calculated value 1.8437 is less than the tabulated value 2.3060.

Hence the Null hypothesis is accepted.

15. Two types of batteries are tested for their length of life and the following results are
obtained:
Battery A: n; = 10,x, = 500hrs.,0,% = 100
Battery B: n, = 10,x, = 560hrs., 0,2 = 121
Compute Student’s t and test whether there is a significant difference in the two means.
Sol.
Given
Battery A: n; = 10,%, = 500hrs.,0,% = 100
Battery B: n, = 10, %, = 560hrs.,0,%2 = 121
We know that,
§2 = ny01%4n,0,%
nqy+ny—2
= g2 — (10x100)+(10x121)
10+10-2
= s?=122.78
= s = 11.0805

We have,

560-500

= 11.0805v0.1+0.1
=t =12.1081 ~ 12.11

The value of t is greater than the table value of t for 18d.f.at all levels of significance.

16. A group of boys and girls were given an intelligence test. The mean score , SD score and
numbers in each group are as follows.
Boys | Girls
Mean | 74 70
SD 8 10
n 12 10
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Is the difference between the means of the two groups significant at 5% level of significance
(toos = 2.086 for 20 d. f.)

Sol.

Given
X, = 74,0, = 8,n; = 12{Boys}
X, = 70,0, = 10,n, = 10{Girls}
We know that

2

SZ _ n10'12+n20'2

nit+ny,—2
o g2 = (12x64)+(10x100)
176812+10—2
= s2=""=288.4
20
=5=9402=94
We have
£ = [(2—%q)|
1 1
S s taz
o= 74-70 _ 4 4 — 0.9939

04 Lil 9.4x0.4281 4.0244

Thus, the hypothesis that there is a difference between the means of the two groups is accepted
at 5% level of significance.

17. Two horses A and B were tested according to the time (In Seconds) to run a particular
race with the following results:

Horse A |28 |30 |32 [33]33|29]|34
HorseB |29 |30 30|24 |27 |29 -

Test whether you can discriminate between the two horses.
Sol.

Let the variables x and y respectively correspond to Horse A and B

x:28,30,32,33,,33,29,34

y:29,30,30,24,27,29

"X = nilzixi =2=3130, =y = nizziyi = % = 28.20
Y(x—x%)*>=(28-31.3)*+ (30 —31.3)* + (32 — 31.3)* + (33 — 31.3)* + (33 — 31.3)* +
(29 —31.3)2 + (34— 31.3)> = 31.4

Y (v — )% = (29 — 28.20)2 + (30 — 28.20)% + (30 — 28.20)2 + (24 — 28.20)? + (27 —
28.20)2 + (29 — 28.20)% = 26.84

ns? = ——[Y(x— %)%+ X - )7

ni+ny,—2

2 _ 314+426.84
=St = = 5.2973
= s = 2.3016
We have,
|(F2—%1)| 31.30-28.20 > toos = 2.2
t=—=>t=—=>t=2.42{
2.3016 [2+1 <tgoz = 2.72

1 1
s /—+—
ny n2

18. Four coins are tossed 100 times and the following results were obtained:
No.ofHeads |01 |2 |3 |4
Frequency 512913625 |5
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Fit a binomial distribution for the data and test the goodness of fit y0 5= 9.49 for 4 d.f.
Sol.

Given the 4 coins are tossed 100 times

The probability of getting head is p=0.5, g=0.5

The probability mass function of a binomial distribution is
P(X = x) = 4,,(0.5)*(0.5)*~*

P(0) = 4,(0.5)°(0.5)*°% = 0.0625

P(1) = 4,,(0.5)1(0.5)*1 = 0.25

P(2) = 4,,(0.5)%(0.5)*% = 0.375

P(3) = 4.5(0.5)3(0.5)*3 = 0.25

P(4) = 4,,(0.5)*(0.5)** = 0.0625

~ Ey =100 % 0.0625 = 6.25

E, =100 % 0.25 = 25

E, =100 % 0.375 = 37.5

E; =100 x 0.25 = 25

E, =100 x 0.0625 = 6.25
where 100 is the sum of frequency

0,15 [29]36 [25]5
E;, | 6.25 | 25| 37.5| 25| 6.25

S

1.5625 16 2.25 1.5625
= x* = R ERURE
6.25 25 37.5 6.25

= x? =0.25+ 0.64 + 0.06 + 0.25
= x? =12< %, s = 949

Hence the fitness is good.

19. A dice thrown 264 times and the number appearing on the face (x) follows the following
frequency (f) distribution.

x|1 |2 |3 |4 |5 |6

f140[32|28]|58]|54 |60
Calculate the value of y?2.

Sol.

The frequencies in the given data are the observed frequencies. assuming that dice is
unbiased, the expected number of frequencies for the numbers 1,2,3,4,5,6 to appear on the

face is%=44each.

Now the data is as follows:

x |1 |2 |3 |4 |5 |6
0; |40 32|28 |58]|54]|60
E; |44 |44 |44 |44 | 44| 44

-]

— 2 _ 2 _ 2 _ 2 _ 2 _ 2
2 _ (40-44) N (32-44) N (28-44) N (58-44) n (54—44) n (60—44)
44 44 44 44 44 44

=X
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= x? :i[16+144+256+196+100+256]%
= y? =22

20. A die was thrown 60 times and the following frequency distribution was observed:
Faces 1 12|3]4]|5 |6
Frequency | 156 |4 |7 11|17
Test whether the die is unbiased at 5% significance level.
Sol.

The frequencies in the given data are the observed frequencies. Assuming that dice is
unbiased, the expected number of frequencies for the numbers 1,2,3,4,5,6 to appear on the

face is % = 10 each.

Now the data is as follows:

x|1 |2 |3 |4 |5 |6
0;115|6 |4 |7 |11 |17
E;[10/10(10|10|10 |10

axt=Y, [ ioi—Ei)z]

Ej
n (6—10)? n (4—10)? n (7-10)? n (11-10)? n (17-10)?

N 2 _ (15-10)2
X =77 10 10 10 - 10 10

> x?==[25+16+36+9+1+49] = =
= x2 =136

21. A survey of 320 families with 5 children each revealed the following distribution.
No. of boys 5 14 |3 2 |11 10
No. of girls 0 |1 |2 3 |4 |5
No. of families | 14 | 56 | 110 | 88 | 40 | 12
Is the result consistent with the hypothesis that male and female births are equally
probable at 5% level of significance?

Sol.

Given,

Number of families selected for the survey = 320

The probability of female and male birth is equal, p = % =05=2>g=1—-p=1—-05=
0.5

Number of children in the selected families, n =5

No. of boys 5 14 |3 2
No. of girls 0 |1 |2 3 |4
No. of families | 14 | 56 | 110 | 88 | 40 | 12

[y
o

o1

The statistical hypothesis is,
H,: The probability of female and male birth is equal.
H,: The probability of female and male birth is not equal.
Here Chi square distribution is used to test the hypothesis.
Therefore, by the Binomial distribution.
We have,
P(x) =nCp*q"™™*
~ P(x) = 5C,(0.5)*(0.5)>7*
= P(x) = 5C,(0.5)°
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The expected frequencies can be calculated for 320 families as
E(x) =320 x P(x) = 320 x 5C,(0.5)°

~ E(0) =320 x P(0) = 320 X 5C,(0.5)° = 320 x (0.5)° = 10 = E,

E(1) =320 x P(1) = 320 x 5C;(0.5)°> = 320 X 5 x (0.5)°> = 50 = E;
E(2) =320 x P(2) = 320 X 5C,(0.5)°> = 320 X 5C, X (0.5)°> = 100 = E,
E(3) =320 x P(3) = 320 X 5C3(0.5)°> = 320 X 5C; X (0.5)° = 100 = E;
E(4) =320 x P(4) = 320 x 5C,(0.5)5 = 320 x 5C, x (0.5)°> =50 = E,
E(5) =320 x P(5) = 320 X 5C:(0.5)°> = 320 X 5C5 X (0.5)°> =10 = E;

No. | No. Total Expected 0; (0; (0; — E;)?
of of Observed | Frequencies(E:) | — E; — E;)? T E,
Boys | Girls | Frequencies
(09
5 0 14 10 4 16 1.6
4 1 56 50 6 36 0.72
3 2 110 100 10 100 1
2 3 88 100 -12 144 1.44
1 4 40 50 -10 100 2
0 5 12 10 2 4 0.4

We have the Table value ofy? for 5 degrees of freedom at level of significance 5% from the
chi-square table is 11.07.

_F)2
axt =Yy [%] = y2 = 7.16 < 11.02

Since the calculated y?value is less than tabulated y? value then the decision is fail to reject
the H, (Accept H,,) that means both the male and female birth is equal.

22. The theory predicts the proportion of beans in the four groups A, B, C and D should be
9:3:3:1. In an experiment among 1600 beans, the number in four groups were 882, 313, 287
and 118. The chi square value is approximately equal to.

Sol.
Given,

The total number of beans:; 882+313+287+118=1600
Sum of the ratios: 9+3+3+1=16

E(A) = 1600 x = = 900
E(B) = 1600 X = = 300
E(C) = 1600 x = = 300
E(D) = 1600 X = = 100

Oi Ei Oi _El (Oi _Ei)z Z(Oi _Ei)z
E;

882900 | -18 |324 0.36

313|300 13 | 169 0.5633

287300 -13 | 169 0.5633

118 100| 18 |324 3.24

a2 =Y [(Oi-Ei)z]
Ej
= y2 = 4.72
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23. Two random samples drawn from two normal populations are:

Sample-l1 |20]16[26|27(22|23|18|24[19|25|- |-
Sample-11 127133142 [35[32[34/38|28|41]43]30]37
Obtain the estimates of the variance of the population and test 5% level of significance
whether the two populations have the same variance.

Sol.
Set Null Hypothesis:H,: 0,2 = 0,2
i.e., The two samples are drawn from two populations having the same variance.
Alternate Hypothesis: H,: 0,2 # 0,2
Given,
Sample-l |20 |16 |26(27 (2223|1824 |19(25|- |-
Sample-11 |27 |33 142 [35[32|34(38|28|41]43|30]37
_ Z:;llxi - 20+16+26+27+22+23+18+24+19+25 - 220 -
xlzn—lez o 1=—:x1—22
1
_ 2:;21961' - 27+334+42+35+32+34+38+28+41+43+30+37 - 420 _
Ty = =X, = =X, =—=x, =35
ny 12 12
X1 xi-x, |-x,)|® X=X, |(o—x,)
20 -2 - 27 -8 64
16 —6 36 33 2 4
26 4 16 42 7 49
27 5 25 35 0 0
22 0 0 32 -3 9
23 1 1 34 -1 |
18 -4 16 38 3 9
24 2 - 28 —7 49
19 -3 9 41 6 36
25 3 9 43 8 64
220 0 120 30 -5 25
37 2 -
420 0 314
~The statistic F is defined by the ratio:
S 2
Fo = 51_2 ______ (1)
2
where S, = —— ¥ (x, — %,)* =2 =13.33
n1—1 9
2 1 = \2 _ 314
S, = —nz_lZ(x2 X)) = T 28.54
Since 522 > 512, F = Larg erVarl.ance
N . SmallerVariance
Fo=2%=""=214
S1 13.33
Expected Value:
2
Fp = ‘;2—2 , follows F-distribution with the degrees of freedom as given below for 5% level of
1
significance:

v,=n,-1=10-1=9,v,=n,—1=12—1=11is3.10
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Since Fo < Fe we accept null hypothesis at 5% level of significance and conclude that the two
samples may be regarded as drawn from the populations having same variance.

24. The table shows the standard Deviation and Sample Standard Deviation for both men and
women. Find the f statistic considering the Men population in numerator.

Population Population Standard Sample Standard
Deviation Deviation
Men 30 35
Women 50 45
Sol.
Given,

o,=Standard deviation of population-1=30
o,=Standard deviation of population-2=50
s,=Standard deviation of sample-1=35
s,=Standard deviation of sample-2=45

We know that,

512 352
_ 012 _ ( /302) _ (1225/900) __ 13610 _
F= SLZZ =F = (452/502) = F= (2025, = F = el F =1.68
02
*k*x
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DESIGN OF EXPERIMENTS AND ANOVA
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Experimental unit:

For conducting an experiment, the experimental material is divided into smaller parts and
each part is referred to as an experimental unit. The experimental unit is randomly assigned to
treatment is the experimental unit. The phrase “randomly assigned” is very important in this
definition.

Experiment:

A way of getting an answer to a question which the experimenter wants to know.

Treatment

Different objects or procedures which are to be compared in an experiment are called
treatments.

Sampling unit:

The object that is measured in an experiment is called the sampling unit. This may be different
from the experimental unit.

Factor:

A factor is a variable defining a categorization. A factor can be fixed or random in nature. A
factor is termed as a fixed factor if all the levels of interest are included in the experiment. A
factor is termed as a random factor if all the levels of interest are not included in the experiment
and those that are can be considered to be randomly chosen from all the levels of interest.

Replication:

It is the repetition of the experimental situation by replicating the experimental unit.
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Experimental error:

The unexplained random part of the variation in any experiment is termed as
experimental error. An estimate of experimental error can be obtained by replication.
Treatment design:

A treatment design is the manner in which the levels of treatments are arranged in an
experiment.

ANOVA:

Analysis of variance (ANOVA) is an analysis tool used in statistics that splits an observed
aggregate variability found inside a data set into two parts: systematic factors and random factors.
The systematic factors have a statistical influence on the given data set, while the random factors do
not.

ANOVA stands for Analysis of Variance. It is a statistical method used to analyze the
differences between the means of two or more groups or treatments. It is often used to determine
whether there are any statistically significant differences between the means of different groups

There are two main types of ANOVA: one-way (or unidirectional) and two-way. There also
variations of ANOVA.

ANOVA

f N

One Way ANOVA

H StepUpAnalytics ¢

For Iwoor more

For one independent
variable

Real Life Applications of ANOVA:

e In social sciences, ANOVA tests can be used to study the statistical significance of various study
environments on test scores. Medical research. In medical research, the ANOVA test can be used
to identify the relationship between various types or brands of medications on individuals with
migraines or depression.

e We can use the ANOVA test to compare different suppliers and select the best available. ANOVA
(Analysis of Variance) is used when we have more than two sample groups and determine whether
there are any statistically significant differences between the means of two or more independent
sample groups.

CRD: A completely randomized design (CRD) is one where the treatments are assigned completely
at random so that each experimental unit has the same chance of receiving any one treatment.

RBD: A randomized block design is a restricted randomized design, in which experimental units are
first organized into homogeneous blocks and then the treatments are assigned at random to these units
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within these blocks. The main advantage of this design is, if done properly, it provides more precise

results.

LSD: The Latin Square Design gets its name from the fact that we can write it as a square with Latin
letters to correspond to the treatments. The treatment factor levels are the Latin letters in the Latin
square design. The number of rows and columns has to correspond to the number of treatment levels.

ONE WAY CLASSIFICATION:

e Define the problem for different varieties and different treatments.

Verities Sum | Squares
X11 | X1z | X13 | - | X1ny | Th T,?
Xo1 | Xo2 | Xo3 | - | Xom, | T T,*
X31 | X32 | X33 | -+- | X3ny| T3 T;*
X1 | Xk2 | X3 | - | Xeng | Tk T
e Define the null hypothesis Hy: u, = u, = us =....=u, for the level of significance.
e Find the sum of all the verities (Row wise) Find the sum of all the contents of N varieties,

say T.
e Find the correction factor CF = 7;\,—2
e Find the sum of squares of individual items TSS = ¥, ¥, x;;° — CF
e Find the sum of the squares of between the treatments SST = ), Tn—‘lz — CF

e Find the sum of squares with in the class or sum of squares due to error by subtraction
SEE=TSS-SST.

e Here k represents total number of verities, N represents the total number of observations.

e Plot the ANOVA table

Sources d.f SS MSS F Ratio
variation
Between k-1 SST SST MST
treatments MST =-—= | F=1F
Error N-k SSE SS
MSE = ——
N—k
Total N-1 - -
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Critical values of F for the 0.05 s.fgnfﬂcance level:
1 2 3 4 5 6 T a8 9 10
1 161.45 189.50 215.71 224 .58 230.16 233.99 236.77 238.88 240.54 241.88
2 18.51 19.00 19.16 18.25 19.30 19.33 19.35 19.37 19.39 19.40
3 10.13 9.55 9.28 g9.12 9.01 8.94 8.89 8.85 8.81 8.79
4 7.71 6.94 6.59 6.39 6.26 6.16 6.09 6.04 6.00 5.96
- 6.61 579 541 5.19 5.05 4.95 4.88 4.82 477 4.74
6 5.99 5.14 4.76 4.53 4.39 4.28 4.21 4.15 4.10 4.06
T 5.59 4.74 4.35 412 3.97 3.87 3.79 3.73 3.68 3.64
a8 5.32 4.486 4.07 3.84 3.69 3.58 3.50 3.44 3.39 3.35
9 512 4.26 3.86 3.63 3.48 3.37 3.29 3.23 3.18 3.14
10 4.97 4.10 3.71 3.48 3.33 3.22 3.14 3.07 3.02 2.98
11 4.84 3.98 3.59 3.36 3.20 3.10 3.01 2.95 2.90 2.85
12 4.75 3.89 3.49 3.26 3.11 3.00 2.91 2.85 2.80 2.75
13 4.67 3.81 3.41 3.18 3.03 2.92 2.83 277 2.71 2.67
14 4.60 3.74 3.34 3.1 2.96 2.85 2.76 2.70 2.65 2.60
15 4.54 3.68 3.29 3.06 2.90 2.79 2.71 2.64 2.59 2.54
16 4.49 3.63 3.24 3.01 2.85 2.74 2.66 2.59 2.54 2.49
17 4.45 3.59 3.20 2.97 2.81 2.70 2.61 2.55 2.49 2.45
18 4.41 3.56 3.16 2.93 277 2.66 2.58 2.51 2.486 2.41
19 4.38 3.52 3.13 2.90 2.74 2.63 2.54 2.48 2.42 2.38
20 4.35 3.49 3.10 2.87 2.71 2.60 2.51 2.45 2.39 2.35
21 4.33 3.47 3.07 2.84 2.69 2.57 2.49 2.42 2.37 2.32
22 4.30 3.44 3.05 2.82 2.66 2.55 2.46 2.40 2.34 2.30
23 4.28 3.42 3.03 2.80 2.64 2.53 2.44 2.38 2.32 2.28
24 4.26 3.40 3.01 2.78 2.62 2.51 2.42 2.36 2.30 2.26
25 4.24 3.39 2.99 2.76 2.60 2.49 2.41 2.34 2.28 2.24
26 4.23 3.37 2.98 2.74 2.59 2.47 2.39 2.32 2.27 2.22
27 4.21 3.35 2.96 2.73 2.57 2.46 2.37 2.31 2.25 2.20
28 4.20 3.34 2.95 2.71 2.56 2.45 2.36 2.29 2.24 2.19
29 4.18 3.33 2.93 2.70 2.55 2.43 2.35 2.28 2.22 2.18
30 417 3.32 2.92 2.69 2.53 2.42 2.33 2.27 2.21 217
3 416 3.31 2.91 2.68 2.52 2.41 2.32 2.26 2.20 2.15
32 415 3.30 2.90 2.67 2.51 2.40 2.31 2.24 2.19 2.14
33 4.14 3.29 2.89 2.66 2.50 2.39 2.30 2.24 2.18 2.13
34 413 3.28 2.88 2.65 2.49 2.38 2.29 2.23 217 2.12
35 412 3.27 2.87 2.64 2.49 2.37 2.29 2.22 2.16 2.11
PROBLEMS:
1. Three processes A, B and C are tested to see whether their outputs are equivalent. The
following observations of outputs are made:
A |10 |12 |13 11 {10 |14 |15 |13
B |9 11 |10 12 (13 |- |- -
C |11 |10 |15 14 |12 |13 |- -
Carry out the analysis of variance and state your conclusion.
Sol. To carry out the analysis of variance, we form the following tables
Total | Squares
A 10 (12 |13 11 (10 |14|15 |13 T1=98 | T?:=9604
B 9 11 |10 12 |13 To=55 | T%=3025
C 11 (10 |15 14 (12 |13 T3=75 | T%-5625
Total T 228 -
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The squares are as follows

Sum of Squares
A 100 | 144 | 169 |121 | 100 | 196|225 | 169 1224
81 |121 | 100 |144 |169 615
C 121 {100 | 225 |196 |144 |169 955
Grand Total - 33; ' x;;2 2794

Set the null hypotheses Hy: puy = py—pis

T2 _ (228)%2 _ 51984

Correction Factor CF = — = 2736
N 19 19

Therefore, Total sum of squares TSS = X, ¥, x;;* — CF

= TSS = 2794 — 2736
= TSS =58

2
Sum of the squares of between the treatments SST = }; % — CF

L

SST = 9604 + 3025 + 5625 — 2736
8 5 6

= SST = 1200.5 + 605 + 937.5 — 2736
= SST = 2743 — 2736
=> 85T =7

Therefore, sum of squares due to error SEE=TSS-SST

= SSE =58 —7

= SSE =51
Sources d.f. SS MSS F Ratio
variation
Between 3-1=2 SST=7 7
treatments MST = - 3.5 . 3.5
Error 19-3=16 SSE=51 MSE = 51 ~ 3.1875
=16 = 1.0980
= 3.1875
Total 19-1=18 - -

Since evaluated value 1.0980<3.63 for F(2,16) at 5% level of significance
Hence the null hypothesis is accepted, there is no significance between the three process.
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2. A test was given to five students taken at random from the fifth class of three schools

of a town. The individual scores are

School | 9 7 6 5 8
School 1l 7 4 5 4 5
School 111 6 5 6 7 6
Carry out the analysis of variance.
Sol.
To carry out the analysis of variance, we form the following tables
Total | Squares
S1 |9 7 6 5 8 T1=35 | T?1=1225
S2 |7 4 5 4 5 T2=25 | T?%-625
S3 |6 5 6 7 6 T5=30 | T?%3-900
Total T= 90 -
The squares are as follows
Sum of Squares
S1 |81 |49 |36 25 |64 255
S2 |49 |16 |25 16 |25 131
S3 |36 |25 |36 49 |36 182
Grand Total - X3; ¥\; x;;° 568
Set the null hypotheses Hy: iy = py— s
Correction Factor CF = L_CowFe 540
N 15 15
Therefore, Total sum of squares TSS = ¥, . x;;°> — CF
= TSS =568 — 540
= TSS = 28
2
Sum of the squares of between the treatments SST = Zi% —CF
1225 625 900
SST —T+T+T—540
= SST = 245+ 125 + 180 — 540
= SST = 550 — 540
= SST =10
Therefore sum of squares due to error SEE=TSS-SST
Prepared by: PURUSHOTHAM P, SJC INSTITUTE OF TECHNOLOGY and TAKEITEASY ENGINEERS Page |6




Inspire before you expire..., TIE- Notes and Resources BCS301

= SSE =28 —-10 > SSE =18

Sources d.f. SS MSS F Ratio
variation
Between 3-1=2 SST=10 10
treatments MST =—=5 o 5 333
-3= = 18 =JTc 2
Error 15-3=12 SSE=18 MSE = == 15 1.5
Total 15-1=14 - -

Since evaluated value 3.33<3.63 for F(2,12) at 5% level of significance
Hence the null hypothesis is accepted, there is no significance between the three process.

3. Three different kinds of food are tested on three groups of rats for 5 weeks. The
objective is to check the difference in mean weight (in grams) of the rats per week.
Apply one-way ANOVA using a 0.05 significance level to the following data:

Food 1 8 12 19 8 6 11
Food 2 4 5 4 6 9 7
Food 3 11 8 7 13 7 9
Sol. To carry out the analysis of variance, we form the following tables
Total | Squares
8 | 12 | 19 8 6 |11
F1 T,=64 | T?1-4096
4 5 4 6 9. 7
F2 T2=35 | T%-1225
11 | 8 7 13 | 719
F3 T3=55 | T?3-3025
Total T
154 |-
The squares are as follows
Sum of Squares
F1 |64 |144 |361 |64 |36 |121 790
F2 |16 |25 |16 36 |81 |49 223
F3 121 |64 |49 169 |49 |81 533
Grand Total - X; ¥\; x;;2 1546

Set the null hypotheses Hy: puy = u, = s

T? _ (154)®> _ 23716

Correction Factor CF = m P = 1317.55

Therefore Total sum of squares TSS = ¥, ¥ x;;° — CF

= TSS = 1546 — 1317.55
= TSS = 228.45
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.2
Sum of the squares of between the treatments SST = ZiT# — CF

ng

4096 1225 3025

SST = + + —1317.55
6 6 6

= SST = 682.66 + 204.166 + 504.166 — 1317.55
= SST = 1391 — 1317.55
= SST = 73.45

Therefore, sum of squares due to error SEE=TSS-SST

= SSE = 228.45 — 73.45 = SSE = 155

Sources d.f. SS MSS F Ratio
variation
Between 3-1=2 SST=73.45 MST = 73.45
treatments ) _36.725
= 36.725 F= 10.33
-2= = 155 = J.
Error 18-3=15 SSE=155 W . 3.55
15
Total 18-1=17 - -

Since evaluated value 3.55 <3.68 for F(2,15) at 5% level of significance
Hence the null hypothesis is accepted , there is no significance between the three process.

4. Three types of fertilizers are used on three groups of plants for 5 weeks. We want
to check if there is a difference in the mean growth of each group. Using the data
given below apply a one-way ANOVA test at 0.05 significant level

Fertilizer 1 6 8 4 5 3 4
Fertilizer 2 8 12 9 11 6 8
Fertilizer 3 13 9 11 8 7 12
Sol.
To carry out the analysis of variance, we form the following tables
Total | Squares
6 8 4 5 3 | 4
F1 T:1=30 | T?4-900
8 | 12 9 11 | 6 | 8
F2 T2=54 | T?-2916
13 | 9 11 8 7 112
F3 T5=60 | T?3-3600
Total T
144 | -
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The squares are as follows

Sum of Squares
F1 |36 |64 |16 25 |9 16 166
F2 |64 |144 |81 121 |36 |64 510
F3 1169 |81 (121 |64 |49 |144 628
Grand Total - 33; ' x;;2 1304
Set the null hypotheses Hy: iy = py—pis
Correction Factor CF = %2 = % = % = 1152
Therefore Total sum of squares TSS = ¥, ¥ x;;* — CF

= TSS = 1304 — 1152
= TSS = 152

2
Sum of the squares of between the treatments SST = }}; % — CF

i

SST =220 4 2916 4 3600 4459
6 6 6

= SST = 150 + 486 +600 — 1152

= SST = 1236 — 1152
= SST = 84

Therefore sum of squares due to error SEE=TSS-SST

= SSE = 152 — 84 = SSE = 68

Sources d.f. SS MSS F Ratio
variation
Between 3-1=2 SST=84 84
treatments MST = 2 42 42
E 183=15 | SSE=68 68 4533
rror -3= = MSE = -2 — 4533 = 9.2653
15
Total 18-1=17 - -

Since evaluated value 9.2653 >3.68 for F(2,15) at 5% level of significance
Hence the null hypothesis is rejected, there is significance between the tree process.

5. Set an analysis of variance table for the following data.
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Sol.

To carry out the analysis of variance, we form the following tables

Total Squares
6 7 3 8
A T1=24 T%-576
5 5 3 7
B T,=20 T2,-400
5 4 3 4
C T5=16 T%3-256
Total T
60 -

The squares are as follows

Total Squares

36 |49 9 64

A 158
2 2 4

B 5 3) 9 9 108
25 |16 9 16

C 66

Grand Total - %; ¥ x;; e

Set the null hypotheses Hy: iy = py—tis

T? _ (60)®> _ 3600

Correction Factor CF = — = 300
N 12 12

Therefore, Total sum of squares TSS = ¥; ¥ x;;°> — CF

= TSS =332 —-300
= TSS = 32

"
Sum of the squares of between the treatments SST = Zi% — CF

4

SST =24+ 22 1 2° 300
4 4 4

= SST = 144 + 100 + 64 — 300

= SST = 308 — 300
= SST =8

Therefore sum of squares due to error SEE=TSS-SST

= SSE =32-8
= SSE = 24
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Sources d.f. SS MSS F Ratio
variation
Between 3-1=2 SST=8 8
treatments MST =2 =4 P 4
Error 12-3=9 SSE=24 MSE = ﬁ 266
T 9 = 1.5037
= 2.66
Total 12-1=11 - -

Since evaluated value 1.5037<4.26 for F(2,9) at 5% level of significance
Hence the null hypothesis is accepted, there is no significance between the three process.

6. A trial was run to check the effects of different diets. Positive numbers indicate weight loss
and negative numbers indicate weight gain. Check if there is an average difference in the
weight of people following different diets using an ANOVA Table.

Low Fat Low Low protein | Low
Calorie carbohydrate
8 2 3 2
9 4 5 2
6 3 4 -1
7 5 2 0
3 1 3 3
Sol.
To carry out the analysis of variance, we form the following tables
Low Fat Low Low protein | Low
Calorie carbohydrate
8 2 3 2
9 4 5 2
6 3 4 -1
7 5 2 0
3 1 3 3
T 33 15 17 6 71
T2 1089 225 289 36 -
The squares are as follows
Low Fat | Low Calorie | Low protein | Low carbohydrate
64 4 9 4
81 16 25 4
36 9 16 1
49 25 4 0
9 1 9 9
Z Z X, 375
i 239 55 63 18
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Set the null hypotheses Hy: u; = py—pis

T2 _ (71)% _ 5041

Correction Factor CF = — = 252
N 20 20

Therefore Total sum of squares TSS = ¥, ¥ x;;° — CF

= TSS =375 — 252
= TSS =123

2
Sum of the squares of between the treatments SST = Zi% — CF

i

ssT = 1989 4 225 | 289 1 36 _ 952
5 5 5 5

= SST = 2178+ 45+ 578+ 7.2 — 252

= SST = 327.8 — 252
= SST = 75.80

Therefore sum of squares due to error SEE=TSS-SST

= SSE =123 —-75.80

= SSE = 47.2
Sources d.f. SS MSS F Ratio
variation
Between 4-1=3 SST=75.80 _ 75.80
treatments M = B o 25.26 .
= 25.26 T 205 7
Error 20-4=16 SSE=47.20 YiEE 47.20
16
= 2.95
Total 20-1=19 - -

Since evaluated value 8.56 >3.24 for F3,16) at 5% level of significance
Hence the null hypothesis is rejected, there is significance between the four process.

7. The following data show the number of worms quarantined from the GI areas offour groups
of muskrats in a carbon tetrachloride anthelmintic study. Conduct a
two-way ANOVA test.

I I Il v
33 41 12 38
32 38 35 43
26 40 46 25
14 23 22 13
30 21 11 26
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Sol.
Given
I Il 11 \Y
33 41 12 38
32 38 35 43
26 40 46 25
14 23 22 13
30 21 11 26
Subtract 30 from all the observations, we get
I Il 11 v
3 11 -18 8
2 8 5 13
-4 10 16 -5
-16 -7 -8 -17
0 -9 -19 -4
I Il 1 \Y
3 11 -18 8
2 8 5 13
-4 10 16 -5
-16 -7 -8 -17
0 -9 -19 -4
T -15 13 -24 -5 -31
T2 225 169 576 25
The squares are as follows
I I 11 v
9 121 324 64
4 64 25 169
16 100 256 25
256 49 64 289
0 81 361 16
Z Z X2 2293
285 415 1030 563
Set the null hypotheses Hy: p; = ty = ts = Uy
Correction Factor CF = LI G L 48
N 20 20
Therefore, Total sum of squares TSS = ¥; ¥, x;;°> — CF
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= SST =45+ 33.8+115.2+5—48
= SST = 199 — 48
= SST =151

Therefore sum of squares due to error SEE=TSS-SST

= SSE = 2245 — 151

= SSE = 2094
Sources d.f. SS MSS F Ratio
variation
Between 4-1=3 SST=151 151
treatments MST = —== _130.87 _
= 50.33 ~ 5033
A= = 2094
Error 20-4=16 SSE=2094 MSE =
16
= 130.87
Total 20-1=19 - _

Since evaluated value 2.6<3.24 for F(3,16) at 5% level of significance
Hence the null hypothesis is accepted, there is no significance between the four process.

TWO WAY CLASSIFICATION:

e Define the problem for different varieties and different treatments.

Verities Sum | Squares
X11 | X12 | X13 Xin, | T1 T
X21 | X22 | X23 X2n, T Tz2
X31 | X32 | X33 X3n3 T3 T32
Xia | Xk2 | Xk3 | o | Xkny | Tk T’
Sum P1 |P> |P3 |--- |Pxk =G
Squares | Pi? | P2? | Ps? | --- | P?
e Define the null hypothesis Hy: u; = p, = us=....=u,, for the level of significance.

e Find the sum of all the verities (Row wise) Find the sum of all the observations of N
varieties, say T.

2
e Find the correction factor CF = %
e Find the sum of squares of individual items TSS = ¥; ., x;;* — CF

2
e Find the sum of the squares of rows SSR = Zi% — CF

1

2
e Find the sum of the squares of columns SCC = Zi% —CF

e Find the sum of squares with in the class or sum of squares due to error by subtraction
SEE=TSS-SSR-SSC.
e Plot the ANOVA table
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Sources d.f. SS MSS F Ratio
variation
Rows r-1 SSR SSR MSR
MSR = TSECl b= MSE
Columns c-1 SSC MSC =
c—1
. MSC
Error (r-1)(c-1) SSE SSE ¢ MSE
MSE =
r—D(c-1)
Total N-1 - -

1. Set up an analysis of variance table for the following per acre production data for
three varieties of wheat, each grown on 4 plots and state it the variety differences

are significant at 5% significant level.

Per acre production data
Plot of land Variety of wheat
A B C
1 6 5 5
2 7 5 4
3 3 3 3
4 8 7 4

Sol.

To carry out the analysis of variance, we form the following tables

Per acre production data s o
Plot of land Variety
A B C

1 6 5 5 16 256
2 7 5 4 16 256
3 3 3 3 9 81
4 8 7 4 19 361
P 24 20 16 =60 -
P2 576 400 256

The squares are as follows

Variety
A B C
36 25 25
49 25 16
9 9 9
64 49 16 Grand Total -
2iXj xij2:332

Set the null hypotheses Hy: uy = py—ps , N=12

T2  (60)2 _ 3600

Correction Factor CF = — = 300
N 12 12

Therefore, Total sum of squares TSS = ¥, ¥ x;;> — CF
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= TSS =332 —300
= TSS =32
2
Sum of the row squares SSR = Zi% —CF
SSR=22+22 424222300
= SSR =85.33+85.33+27 +120.33 — 300
= SSR =318 — 300
= SSR =18
.2
Sum of the column squares SSC = Zi% — CF
SSC =22+ 22 + 22 _ 300
4 4 4
= SSC = 144 + 100 + 64 — 300
= SSC =308 — 300
= SSC =8
Therefore SSE=TSS-SSR-SSC
SSE=32-18-8=6
Sources d.f. SS MSS F Ratio
variation
1= = 18 6
Rows 4-1=3 SSR=18 MSR=?=6 E‘=I=6
1= = 8
Columns 3-1=2 SSC=8 MSC:E:AL
Error 3X2=6 SSE=6 MSE = %=1 4
A E=-=4
Total 12-1=11 - - 1

F. = 6> F(3,6)=4.76 &
F, = 4< F(6,2)=19.33

2. Three varieties of coal were analysed by four chemists and the ash-content in the varieties

was found to be as under.

Varieties Chemists
1 2 3 4
A 8 5 5 7
B 7 6 4 4
C 3 6 5 4

Carry out the analysis of variance.
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Sol. To carry out the analysis of variance, we form the following tables

Chemists T T?
Variety 1 2 3 4
A 8 5 5 7 25 625
B 7 6 4 4 21 441
C 3 6 5 4 18 324
P 18 17 14 15 =64 -
P? 324 289 196 225
The squares are as follows
Chemists

1 2 3 4

64 25 25 49

49 36 16 16

9 36 25 16 Grand Total - ¥}, ¥, x;;,=366

Set the null hypotheses H: uy = py—p5 , N=12

T2 _ (64)% _ 4096

Correction Factor CF = — = 341.33
N 12 12

Therefore, Total sum of squares TSS = ¥, ¥, x;;* — CF

= TSS = 366 — 341.33
= TSS = 24.67

i
Sum of the row squares SSR = Zi% — CF

L

SSR =22 ¢ 21 1 320 34133
4 4 4

= SSR = 156.25 + 110.25 + 81 — 341.33

= SSR = 347.50 — 341.33
= SSR = 6.17

.2
Sum of the column squares SSC = Zi% — CF

i

SSC =224 Z2 4 0 4 B 34133
3 3 3 3

= S§C =108 +96.33 + 65.33 + 75 — 341.33

= SSC = 344.66 — 341.33
= SSC = 3.33

Therefore SSE=TSS-SSR-SSC
SSE=24.67-6.17-3.33=15.17
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Sources d.f. SS MSS F Ratio
variation
1= =6. 6.17 3.085
Rows 3-1=2 SSR=6.17 MSR = = — 3085 F = o
1= =3 3.33 =122
Columns 4-1=3 SSC=3.33 MSC = - ~ 111 1.22
Error 3X2=6 SSE=15.17 MSE = 217253 . 2.53
6 c ™ T o
s - - 1.11
Total 12-1=11 T

F. =122 <Fees &
F, = 2.28<Fp3)

3. Perform ANOVA and test at 0.05 level of significant whether these are differences in the
detergent or in the engines for the following data:

Sol.

Given the data

The squares are

Detergent Engine
I 1 I
A 45 43 51
B 47 46 52
© 48 50 55
D 42 37 49
Detergent I Enﬂme i
A 45 43 51
B 47 46 52
C 48 50 55
D 42 37 49
Subtract 45 from all the observations, we get
Detergent Engine T T?
I 1 I
A 0 -2 6 4 16
B 2 1 7 10 100
C 3 5 10 18 324
D -3 -8 4 -7 49
P 2 -4 27 2 =25
P2 4 16 729 4 -
Detergent Engine Sum
I 1 i
A 0 4 36 40
B 4 1 49 54
C 9 25 100 | 134
D 9 64 16 89
Grand Total -
ik xij2: 317
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Set the null hypotheses Hy: uy = py—pz , N=12

2 2
Correction Factor CF = LI ) - 52.08
N 12 12

Therefore Total sum of squares TSS = X,; ¥ x;;% — CF

= TS§S =317 — 52.08
=>TSS = 26492

2
Sum of the row squares SSR = Zi% —CF

100 324

SSR=242242, Y _ 57208
3 3 3 3

= SSR = 5.33 +33.33 +108 + 16.33 — 52.08

= SSR =163 — 52.08
= SSR =110.92

2
Sum of the column squares SSC = Zi% — CF

ssc=2+2172_5208
4 4 4

= SSC =1+ 4+ 182.25 - 52.08

= SSC = 187.25 - 52.08
= §SC = 135.17

Therefore SSE=TSS-SSR-SSC

SSE=264.92-110.92-135.17=18.83

Sources d.f. SS MSS F Ratio
variation
Rows 4-1=3 SSR=110.92 110.92 36.97
MSR =—3 F=31
= 36.97 =11.77
= =135. 135.17
Columns 3-1=2 SSC=135.17 MSC = d
= 67.58
Error 3X2=6 SSE=18.83 | pmsE =28%3-314 r 67.58
6 c -
1= - _ 3.14
Total 12-1=11 — 915y

F. =11.77 > F(3,6) &
F, = 21.52>F(6,2)

Since the null hypothesis is rejected and there is a significance between Detergent and

Engine.
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4. Analyze and interpret the following statistics concerning output of wheat for field obtained as
result of experiment conducted to test for Four varieties of wheat viz. A,B,C and D under

Laton square design.

C B A D
25 23 20 20
A D C B
19 19 21 18
B A D C
19 14 17 20
D C B A
17 20 21 15
Sol.
Given observations are
C B A D
25 23 20 20
A D C B
19 19 21 18
B A D S
19 14 17 20
D C B A
17 20 21 15

Null hypothesis Ho : There is no significant difference between rows, columns and treatment

Code the data by subtracting 20 from each value, we get

T | T2
C B A D
5 3 0 0 38 | 64
A D C B
'1 '1 1 '2 _3 9
B|A| D | C |
e 3 O |10 100
D C B A
'3 0 1 '5 _7 49
P _4 _1 _7 =- 12
p? -] -
16 1 49
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The squares are as follows
C B A D
25 9 0 0
A D C B
1 1 1 4
B A D C
1 36 9 0
D C B A
9 0 1 25
36 | 46 11 29 XiXjxy® =122
Correction Factor CF = L L)y L 9
N 16 16
Therefore, Total sum of squares TSS = ;¥\, x;;°> — CF
= TSS =122-9
= TSS =113
o
Sum of the row squares SSR = Zi% — CF
64 9 100 49
SSR _T+Z+T+:_9
=SSR =16+ 2.25+25+4+12.25-9
=SSR 485 B0
=SSR =4
.2
Sum of the column squares SSC = Zi% —CF
Cc =024 g
4 4 4
= 85C =4+025+1225-9
= SSC=165-9
= S55C =175
To find the sum of the treatments
Observations Q
= Z(Observations) 0?
A |0 -1 -6 |5 -12 144
B |3 2 -1 |1 1 1
C |5 1 10 0 6 36
D |0 -11-3 |-3 -7 49
2
Sum of the squares of treatments SST = Zi% — CF
SST=22424242 9
4 4 4 4
= SST =36+0.254+9+1225-9
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= SST =57.50—-9
= SST = 48.50

~ SSE =T8S — SSR — S§5C — SST = SSE =113 —46.5 - 7.5 —48.50 = 10.5, We

know that F(3,6) = 4.76

Sources d.f SS MSS F Ratio Conclusion
variation
Rows 4-1=3 | SSR=46.5 46.5 15.5 E. > F(3,6)
MSR = —= k=17 H,-Rejected
=15.5 = 8.85
Columns | 4-1=3 | SSC=7.5 7.5 2.5 F. < F(3,6)
MSC = — be=17% H,-Accepted
=2.5 = 1.428
Treatments | 4-1=3 | SST=48.5 _ 485 _16.16 Fr > F(3,6)
MST =—= | Fr=775 Hq-Rejected
= 16.16 = 9.23
Error 3x2=6 | SSE=10.5 s &5 - -
6
=1.75
Total 25- - - - -
1=24

5. Five varieties of paddy A, B, C, D, and.E are tried. The plan, the varieties shown in each plot

and yields obtained in Kgare given in the following table (LSD)

B E C A D
95 85 139 117 97
E D B C A
90 89 75 146 87
C A D B E
116 95 92 89 74
A C E D B
85 130 90 81 77
D B A E C
87 65 99 89 93

Test whether there is a significant difference between rows and columns at 5% LOS.

Sol. Given observations are

B E C A D
95 85 139 117 97
E D B C A
90 89 75 146 87
C A D B E
116 95 92 89 74
A C E D B
85 130 90 81 77
D B A E C
87 65 99 89 93
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Null hypothesis Ho: There is no significant difference between rows, columns and treatment,

Code the data by subtracting 100 from each value, we get

T[] T

B|]E |[C[] A | D

5 | -15 | 39 | 17 | -3 | 3311089
E|(D[B|] Cc | A | _

10 | 11 | -25 | 46 | 13 | 13| 169
C| A|D]| B E ]

16 | -5 | -8 | -1l | 26 | 40| 146
Al clE| D] B ]

15 | 30 | -10 | <19 | -23 | 5| 1369
D| B|A| E | C |

43 | -85 | -1 | <11 | 7 | oo 4489

P =-118

2
P 72911296 | 25| 484 5184 |

The squares are as follows:

B E C A
25 | 225 | 1521 | 289

D
g
E D B C A
6
E

100 | 121 | 625 | 2116 | 169

C A D B
256 | 25 64 | 121 | 676

A C E D B
225 | 900 | 100 | 361 | 529

D B A E C
169 | 1225 | 1 121 | 49

2
775 | 2496 | 2311 | 3008 | 1432 | 2i & Xy =10022

T? _ (-118)% _ 13924

Correction Factor CF = — = 557
N 25 25

Therefore Total sum of squares TSS = ¥, ¥ x;;° — CF

= TSS =10022 — 557
= TSS = 9465

2
Sum of the row squares SSR = Zil — CF

ng
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1089 169 1156 1369 4489

SSR="24 22 10 B PP 557
5 5 5 5

5

= SSR =217.8+33.8+231.2 + 273.8 + 897.8 — 557

= SSR = 1654.4 — 557
= SSR =1097.4

2
Sum of the column squares SSC = Zi% — CF

SSC="2 420 4 B 10 S _ 557
5 5 5 5 5

= SSC = 1458+ 259.2+ 5+ 96.8 + 1036.8 — 557

= SS§C = 1543.6 — 557
= SSC = 986.6

To find the sum of the treatments,

Observations Q Q?
= Z(Obseruations)

A |17 |- |5 |-15 |-1

13 -17 289
B |-5 |- [-11 |-23 |-35

25 -99 9801
C |39 |46|16 |30 |-7 124 15376
D (-3 |- |-8 |-19 |-13

11 -54 2916
E -15 |- |-26 |-10 |-11

10 -72 5184

2
Sum of the squares of treatments SST = Zi% —CF

SST = & + 9801 + 15376 + 2916 + 5184 _ 557
5 5 5 5 5

= SST =57.8+1960.2 + 3075.2 + 583.2 + 1036.8 — 557

= SST = 6713.2 — 557
= SST = 6156.2

& SSE =TSS — SSR — §S5C — SST
= SSE = 9465 — 1097.4 — 986.6 — 6156.2
= SSE = 1224.8
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Sources d.f. SS MSS F Ratio Conclusion
variation
Rows 5-1=4 | SSR=1097.4| MSR _ 2743 E. < F(4,12)
_ 10974 = 102.66 Hy-Accepted
4 = 2.672
= 274.3
Columns | 5-1=4 | SSC=986.6 _986.6 _ 246.65 F. <F(4,12)
=77 | %7 10266 |Ho-Accepted
= 246.65 = 2.4026
Treatments | 5-1=4 | SST=6156.2 | MST 1539.05 | F; > F(4,12)
6156.2 |1 = T0266 | H,-Rejected
~— T 2 =15
= 1539.05
Error 4x3=12 | SSE=1224.8 MSE =
—2=102.66
Total 25- - - -
1=24

6. Present your conclusions after doing analysis of variance to the following results of

the Latin-square design experiment conducted in respect of five fertilizers which

were used on plots of different fertility.

Sol.

Given observations are

A B C D E
16 10 11 9 g
E C A B D
10 9 14 12 11
B D E C A
15 8 8 10 18
D E B A C
12 6 13 13 12
C A D E B
13 11 10 7 14
A B C D E
16 10 11 9 9
E C A B D
10 9 14 12 11
B D E C A
15 8 8 10 18
D E B A C
12 6 13 13 12
C A D E B
13 11 10 7 14
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Null hypothesis Ho: There is no significant difference between rows, columns and treatment,

Code the data by subtracting 10 from each value. We get,

T | T?
A B C D E
6 0 1 -1 -1 5| 25
E C A B D
0 -1 4 2 1 6| 36
B D E C A
5 -2 -2 0 8 9| 81
D E B A C
2 -4 3 3 2 6| 36
C A D E B
3 1 0 -3 4 5| 25
P 16 -6 6 1 14 =31
P2 | 256| 36| 36 1] 196] - [ -
The squares are as follows:
A B C D E
36 0 1 1 1
E C A B D
0 1 16 4 1
B D E @ A
25 4 4 0 64
D E B A C
4 16 9 9 4
C A D E B
9 1 0 9 16
20,5
i
74 | 22 | 30 | 23 | 86 = 235
Correction Factor CF = r_GuT_ vl 38.44
N 25 25

Therefore Total sum of squares TSS = ¥, ¥ x;;° — CF

= TSS = 235 —38.44
= TSS = 196.56

2
Sum of the row squares SSR = Zi% —CF

i

SSR=2436481,36, 2 3544
5 5 5 5 5

=>SSR=5+72+162+72+5—-38.44
= SSR = 40.60 — 38.44
= SSR = 2.16
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Sum of the column squares SSC = Zl—, — CF
SSC _@+ + + +ﬂ—3844
= SSC =51.2 + 7.2 =+ 7.2 + 0.2 + 39.2 — 38.44
= SSC = 105 — 38.44 = SSC = 66.56
To find the sum of the treatments
Observations Q Q?
= Z(Observations)
A |6 4 |8 3 1 22 484
B 0 2 |5 3 4 14 196
C 1 -110 2 3 5 25
D -1 (1 |2 |2 0 0 0
E -1 |0 |-2 |-4 -3 -10 100
2
Sum of the squares of treatments SST = ZiQ+ — CF
SST =22+ =2 42+ 04 2 — 38.44
= SST & 96.8 + 39.2 +5+0+20—38.44
= SST =161 — 38.44
= SST = 122.56
. SSE =TSS — SSR — SSC — SST
= SSE = 196.56 — 2.16 — 66.56 — 122.56
= SSE = 5.28
Sources d.f. SS MSS F Ratio Conclusion
variation
Rows 5-1=4 | SSR=2.16 MSR = 2.16 P 0.54 E. < F(4,12)
4 "7 0.44 H,-Accepted
= 0.54 = 1.227
Columns | 5-1=4 | SSC=66.56 MSC F = 16.64 F. > F(4,12)
66.56 ©70.44 H,-Rejected
4 = 37.81
= 16.64
Treatments | 5-1=4 | SST=122.56 MST F = 30.64 Fr > F(4,12)
_ 122,56 T7 044 H,-Rejected
T4 = 69.63
= 30.64
Error 4x3=12 | SSE=5.28 MSE = - -
5. 28_0 44
Total 25- - - - -
1=24

7. Setup ANOVA table for the following information relating to three drugs testing to judge the effectiveness in
reducing blood pressure for three different groups of people:
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Group of people Drug
X Y z
A 14 10 11
15 9 11
B 12 7 10
11 8 11
C 10 11 8
11 11 7

Do the drugs act differently? Are the different groups of people affected differently? Is the interaction term

significant? Answer the above questions taking a significant level of 5%.

Sol.

Given observations from different people (A, B, C) to the different drugs (X, Y, Z) are as
Group Drug T T?
of
people % i Z

A 14 10 11 70 4900
15 9 11

B 12 7 10 59 3481
11 8 11

& 10 & 8 58 3364
11 11 7

P 73 56 58 =187 -

P2 5329 3136 3364 - -

Where N=6+6+6=18

T2 _ (187)% _ 34969

Correction Factor CF = m P = 1942.722
The squares are as follows
Group Drug Sum of
of Squares
people X Y Z
A 196 100 121 844
225 81 121
B 144 49 100 599
121 64 121
C 100 121 64 576 i X% =2019
121 121 49

Therefore, Total sum of squares TSS = ¥; ¥, x;;°> — CF
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= TSS = 2019 — 1942.722
=>TSS =76.28

2
Sum of the row squares SSR = Zi% —CF

SSR = 49600 + 34681 + 3% 1942722

= SSR = 816.67 + 580.16 + 560.67 — 1942.722
= SSR = 14.78

.2
Sum of the column squares SSC = Zi% —CF

4

5329 3136

SSC = -t 1 — 1942.722

= SSC = 888.16 + 522.66 + 560.67 — 1942.722

= SSC = 28.77
SS within samples (SST)= (14 — 14.5)% + (15 — 14.5)2 + (10 — 9.5) + (9 — 9.5)2 + (11 — 11)2 +
(11— 11)2+ (12 - 11.5)2 + (11 — 11.5)2 + (7 — 7.5)% + (8 — 7.5)% + (10 — 10.5)2 + (11 — 10.5)?
+(10-10.5)% + (11 - 10.5)2 + (11— 11)% + (11 — 11)2 + (8 — 7.5)? + (7 — 7.5)?

3364

3364

SST=3.50
Therefore,
SSE=TSS-SSR-SSC-SST
= SSE = 76.28 — 14.78 — 28.77 — 3.5
= SSE = 29.23
We have F9=4.26 , F(4,9)=3.63
Sources d.f. SS MSS F Ratio Conclusion
variation
Rows 31=2 | SSR=1478 | ., 1478 [ 739 | F>F(29)
2 "7 0.389 Hy-Rejected
=7.39 =19
Columns 3-1=2 SSC=28.77 MSC = 28l . 14.385 E. > F(2,9)
2 ¢ 0.389 | Hy-Rejected
— 14.385 =37
Treatments 9 SST=3.5 M = 3.5 _ 733 Fr > F(4,9)
9 T 0.389 Hy-Rejected
= (0.389 = 18.84
Error 4 SSE=29.33 | MSE = %:7,33 - -
All the very best.....
oy Ko Ui
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